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Abstract — This paper deals with the automated Alzheimer s disease diagnosis In particular. the feature extraction and selec-
tion methods for the most significani features of magneiic resonance (MRI) images are considered The algorithm for extracting
statistical features of MRI images using the brain anatomical regions atlas was wused for calculating the six statistical features
(mean, mean absolute deviation. median, standard deviation rool mean square, skewness) for segmented MRI images of white and
gray brain matter of 188 subjects with Alzheimer s disease, 401 subjects with Mild Cognitive Impairment and 229 Normal Con-
trols. The new method for feature ranking using Wilcoxon criterion for binary classificanion is propased As a result, ranked list of
features linked to the anatomical regions of the brain for each group by diagnosis was obtained Among the most descriptive fea-
ture for AD diagnosis there are mean values in hippocampus region. mean absolute deviation in cingulum, root mean square in
insula. This data indicates the features that have to be used in classification to increase the effectiveness of automated Alzheimer's

disease diagnosis.

Key words — Alzheimer's Disease. MRI. feature ranking. diagnosis

I. Introduction

According to the recent findings. there are more
than 35 million persons with different forms of
dementia all over the world. Between 60 % and
80 % of all cases of dementia are the Alzheimer’s
disease (AD), affecting onein 20 people over the
age of 65 years. In 2040 the number of patients
with AD in European Union will be around
13.1 million [1]. Alzheimer’s disease refers to dis-
eases that impose the heaviest financial burden on
society in developed countnies. This disease is in-
curable, but the diagnosis in the early stages can
significantly alleviate the disease and slightly ex-
tend the duration of patient’s life [2]. Magnetic res-
onance imaging (MRI) is one of the best methods
for diagnosis of Alzheimer’s disease, since it is
able to accurately measure the three-dimensional

(3D) images of the structural components of the
brain [3] and identify signs of pathological changes
due to AD. There are many methods of MRI image
processing 1o automatically classify images by di-
agnosis depending on the specific characteristics
obtained during the analysis. They are based on
statistical feature extraction [4), nonlinear parame-
ters [S], wa\_'clcts [6]. Butmost methods require im-
provement 1n a sense that thefeatures used as an
initial data for recognition of thedisease presence
should be as descriptive as possible. One way to
improve the efficiency of diagnosis is to determine
suitable characteristics which are calculated for the
initial M‘RI image and then used as input for
theclassification. The objective of this work is ©
improve methods for selecting statistical features of
MRI imagesof the human brain,
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11. Diagnosis of Alzheimer's disease

pased on MRI images classiﬁcation

or automated diagnosis of Alzheimer’s 4;

RFlimages of the patient should be clzgssif?elzeaise,
assedthmflgh the algorlthm that detemlines’ ti]e.
class (in this case the diagnosis), to which the obje e
Jer investigation refcrs. The system for autorfx ct
od diagnosis of Alzheimer’s disease congjgts of t:lilte-
following components: a block of image pre
rocessing, features extraction block, features sellje .
fion and features reduction block, classification ancé
posi-processing block (Fig. 1).

lMazle Image P F
i mage Pre- eatures Featu
1 res
—— processing Extraction Selection
d 8
§
Prediction Post- ) =
processing Classification

Fig. 1. Block diagram of the system
for automatic diagnosis of Alzheimer's disease

Image pre-processing involves their segmenta-
tion, i.e.separation of images into segments.
Segmentation ofbrain MRI images is an im-
portant task in many clinical applications because
it affects the whole outcome of the analysis. This
is because different stages of processing results
rely on accurate segmentation of anatomical re-
gions. For example, segmentation of MRI is
commonly used to measure and visualize differ-
ent brain structures, to define affected areas or to
analyze brain development [7].

Feature extraction stage is characterizc_:d by
calculation of various parameters using 1mage
processing methods. These may be statistical pa-
fameters, principal component analysis, nonlinear
Parameters, wavelet analysis, etc. [8]. For exam-
Ple, in paper [4] the first and second order statis-
tical features were calculated, such as Mean,
Central  Moments, Angular Second Moment,
Contrast, Correlation, Homogeneity, and Entropy.

D paper [5] the fractal dimension of edges in the
H”_bel't domain and the skewness an
their spectral energy distribution are used as non-
near parameters of the extracted features. In [6]
l_eve1_3 decomposition via Harr wavelet was utl-
2ed to extract features.
i cla:s‘t[%Sk f’f featuie se.lectti()lléa'::lct
iication pipeline 1s to .
o Calculated fealiuI:es, and identify precisely the

hniques used
he entire sct

d kurtosis of

r]tl};)::e descriptive and useful for the Prediction.
select; ar? two main techniques for d01r}g feature
and in(()in' principal component analysis (PCA)
The Fpendent component analysis (ICA) [9].
_'¢ main goal of PCA is to reduce the dimen-
Slonality of the data. An important step is to
choose the correct number of components to re-
move the effect of noise and along with it to not
delete useful information from the model. The
purpose of ICA is not data filtering but identifica-
tion of the features from all their possible clus-
tered in large quantities on such groups as statis-
tically independent as possible [9].

Features selection block may be omitted be-
cause many features extraction methods do not
need any additional selection technique for fur-
ther classification. Also, this block can be com-
bined with classification block (for example, us-
ing neural networks) [10]. Feature processing will
be carried out if improvements to their further
analysis needed and usually it uses standard
methods of signal processing, such as smoothing,
normalization, and others [10].

Thus, a variety of methods for feature extraction
of MRI images exists, that can be used in classifica-
tion. The particular method to use is a matter of
choice and subject to the most accurate diagnosis
results achieved. In this paper, we study the alterna-
tive approach [8][11][12], when the feature selec-
tion uses the fact that different anatomical and func-
tional areas of the brain are exposed to affection
during Alzheimer's disease in varying degrees.
Generally, the most significant changes are taking
place in areas that are responsible for memory, un-
derstanding, language and other cognitive function.
So promising way can be the consideration of im-
age attributes primarily in those regions.

III. Statistical parameters
of MRI images of brain regions

In this paper the following statistical parame-
ters in anatomical regions of the brain are used:

A. Mean
If we have a data set containing the values
a;,ys---> 8> then the arithmetic mean of 4 is cal-

culated using the formula:
at+ay +---t+ay

2.4 = ; W

i=1

A=

S|=

B. Mean absolute deviation

set containing the values

For a data




a,.a,,...,a , the mecan absolute deviation A 1s

calculated using the formula:

|
A= Lh, -al,
"i"|

(2)

where a mcean.

. Median

Median of a finite set of numbers can be found
by placing all the observations from lowest value
to the maximum value and choose the number
that is in the middle. If the number of observa-
tions is odd (n =2k + 1), the median will be
equal to:

~

a=da,..

(3)

If a number of observations are even
(n = 2Kk), then the middle will not be in any

number, while the median is usually defined as

the average of the two values that are in the mid-
dle of:

~ Gy tap
G=——r= @
2
D. Standard deviation
For a data set containing the values

a;.aj,...,a,, the standard deviation is calculat-

ed using the formula:
2
a;—— a; .
iz

E.  Root mean square

Root mean square is defined as the square root
of the arithmetic mean of the squares of numbers.
For a data set containing the values

ay,dj,...,a,, the root mean square is calculated

).

Asymmetry ¥ of theoretical probability distribu-
tion of a random variable is the ratio of the
point of order to the cube standard deviation:

K3

0‘3

1 n

2.

i=]

n

g =

&)

using the formula:

1
A= [Mat v sl
n

Skewness

(6)

central

v= (7)
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In probability theory and mathematical statjs.
tics. the central point of k-th order of random vay.

jable X with real values is:

e = M(X = MK, (8)

where M — mathematical expectation.

After calculating these features in all brain
regions one needs to choose only those that are
the most different for MRI image of a normal
and sick brain, that are the most Signiﬁcant.' In
this paper it is proposed to ran_k features using
independent evaluation criterion for .hmary
classification. As a criterion for accessing the
relevance of each feature to separate the two
groups it is proposed to use the absoll-ltc value
of two sample t-test with pooled estimate of
variance or absolute value of standardized
U-statistic for two sample Wilcoxon test, also
known as Mann-Whitney U-test. The required
criterion is determined by the results of Kolmo-
gorov-Smirnov test for normality.

The proposed method of determining a set of
the most significant features of MRI images for
computer-aided diagnosis consists of the fol-
lowing steps. First, the database of MRI images
is formed. Since the features extraction is per-
formed for each region pooled from the the
brain atlas, it is necessary that all the images
were scaled and spatially normalized according
to the atlas. This assures the selection of neces-
sary voxels of the image in the desired anatom-
ical region. Considering the voxel values inten-
sity as random values, the statistical parameters
of the set of voxels in each region of the MRI
image are calculated. The next step is forming a
set of calculated parameters for future ranking.
It uses statistical characteristics described
above for each region of the brain.

PreYiously received data set should be divided
according to diagnosis (classes) of patients, with
the presence of Alzheimer's disease and healthy.
Then two statistical hypotheses are formulated:
HO — th.at the values of characteristic in the rele-
vant region for MR] images of two classes are
samples from same general population, and alter-
native Hl — that the values of characteristic in
the region 'of MRI images of two classes come
from two different general populations.

”1? du.la should be checked for normality f‘{f
selecting Independent evaluation criterion for bi-
;lcasrzh:l:ssu;)cation. Depending on the obtaiIlf{d
homma Should use Student t-test if the data i

y distributed or Wilcoxon test if not.




IV. Experime

ntal research
of feature sclectinn methog

The data used in thig Study we

\DNI database (adni.lonj yee o

hase includes 1.5T angd }()l‘ ,'(\;’;(l: ,,/,\",),\l d"“".

database consists of IMagces from x]‘xﬂs'} 'I‘}?“

(229 hecalthy patients (NOR ) 401 P'Ni\.“ jects
e , N atients with

mild copmtive ampairment (MCT) and 188

gents with Alzheimer’s disease (AD)) B

The statistical atlas IBASPM116
in this work. Atlas label combines
gions of the normalized sp
corresponds 10 the dimensio
Fach voxel is characterized
the range from 1 to 116, corresponding to one of
the 116 regions, thus linking every voxel to tl(:e
brain region of normalized MR] image.

All MRI images are three-dimensional, the
were preliminary scaled, normalized to th;: arez
and divided 1into gray and white matter that al-
Jows to select exactly desired area according to
the coordinates obtained using the atlas regions.

Using a set of SPM (Statistical Parametric
Mapping, hup://\wwv.ﬁ].ion.ucl.ac.uk/spm/) tools,
image intensity values were recorded in the
three-dimensional matrix, according to the
standard practice in MRI image preprocessing
(8][14][15]. The next step for each MRI image
was calculating six statistical parameters in
each of the 116 areas of the cerebral cortex ac-
cording to the atlas.

e obtained from

[13] is used
NEs anatomical re-
atial pattern, which
n of the MR] images,
by an integer value in

~ Three groups of data were created for the rmnk-
my duning binary classification: 1) AD and MCT:
2) AD and NOR. ) MCT and NOR. In each
group. the initial matrices with calculated statisti-
(‘i?l parameters were combimed into one. The dis-
tribution of data in each proup is found to be not
normal, therefore it is decided to use the U-Mann-
Whitney test as an independent evaluation criteri-
on for binary classification.

As a result, ranked statistical parameters
linked to the anatomical region of the cercbhral
cortex were received in each group. Ten most im-
portant parameters for segmented images of gray
and white matter are presented in Ta6mns 3 and
Tabmmns 3 respectively.

V. Conclusion

The new approach to determining a set of the
most significant features of MRI images for au-
tomated diagnosis of Alzheimer's disease based
on the intensity of the image voxels is proposed
in this paper. Using this method, one can get
ranked statistical parameters linked to the ana-
tomical region of gray and white matters of the
brain. In the experimental study using ADNI da-
tabase, ten most important parameters and regions
for segmented images are identified, most of
which are located in cingulum, hippocampus and
temporal lobe. Obtained results can be used as
input parameters of classification.

Table 1. Ranged statistical parameters and regions of gray matter

AD and MCI AD and NOR MCI and NOR
Wilcoxon Wilcoxon Wilcoxon
absolute | Parameter Region absolute Parameter Region absolute Parameter Region
value value value
Mean Temporal : root mean
0.1752 absolute Poﬁ: 0.1706 mean Hippocampus 0.1432 sq Insula
deviation el
03836 | Standard TC:“T’“’ 0.0852 median | Cingulum 0.2308 skewness Rectus
‘ deviation ole
0 4 root mean | Temporal 0.3669 Kool mean Insula 0.9359 mean Hippocampus
0.409% square Sup square
. skewness Rectus 1.0198 median Cingulum
0.2131 skewness Heschl 0.4956 s
05730 el Temporal 0.0249 mcdian Cingulum 0.3723 mean Hippocampus
] Sup -
ey Te | Hippocampus | 0.4810 TORX mcan Insula
09764 standard T'empora 0.2736 mean pPC square
| deviation Pole
Mcan 1 2 A dala 1.1273 skewness Rectus
mporal ¢ mean myg
02036 absolute "P(ﬁ‘c 0.7594
deviation Te ral root mean Cingulum 09648 median Cingulum
0.0728 mean 'U'l':’;’ “ 0.5046 square
0 ‘Temporal 00314 skew ness Cingulum 0.1622 mean Amygdala
-2492 mean Mid ‘ root mean .
T Amygdala 0.3849 _ Cingulum
0.9212 dian Cercbelum 0.2625 mean Y square
- medi
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e —————————————— T
I A NOR M1 and NOR
AD amd MO AD on I
. v IESU————— . B S B Milcavon P
Wil ovom Heaxen absolute Parameter egion
abuotute | Paramecter Region ahsolute Parameter Reglon v
valuwe value Y PO S - -
Y S— e e e e
\Mean 1 0548 mean Hippocampus
007 aheclute Cingulum 051% mean Hippocampus
deviption
«amlard ( {
mean absoiute : 7120 mgulum
00978 mcan Hippocam pus 04%26 dcuaum"\ Cingulum 071 deviation
i mean ahso-
C ingnlum
CAMpuUs
079317 sk cwness Rectus 0.3262 skewness Rectus 1.3029 mean Hippocamp
standard ) i 2 mean abso- I ampus
01446 dc“;”‘m Cingulum 0.0850 mean Hippocampus | 0.3112 oot Beyiation Hippocamp
mean absolute : root mean Ci —
00462 Cingulum 0.3089 mgu
mean Hippocampus 0.2229 deviation ingu square
Mean s
\ .. Standard s 3 Insula
01640 ahsplgrc Cingulum 0.5852 deviation Cingulum 1.3138 skewness
deviation
- root mean root mean < standard Cineulom
03517 square Insula 0.2226 square Insula 0.7459 deviation -
mean abso- .
03271 skewness Rectus 0.1751 skewness Rectus 0.0742 e, BEA G Cingulum
standard . Standard . root mean :
33 3 ; St Cingulum 0.1591 Cingulum
936 deviation Cingsilun Q0485 deviation & square g
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HaumoHablibiii TEXHUUECKU YHUBEPCUTET Y KpaHHbI

«KHeBCKNii NOIMTEXHHYECKHIA MHCTUTYT UMeHH Urops CHkopckoro»
Kues, YkpauHa

Ciklum

Kues, Ykpanna

Honoe A., x.T.4., nouenr, 0000-0002-1194-4424
popov.kpi@gmail.com

HaimoHansHblii TEXHHYECKHIT YHUBEPCHTET Y KPaHHbI

«Kuesckmii nonurexHuueckuii THCTUTYT UMeHn Hirops Cukopckoro»
Kues, Yxpanna

Ciklum

Kwues, Ykpanna

Kpawenswia H., x.1t.1, 0000-0003-0424-147X
igor.krashenyi@gmail.com

Ciklum

Kues, Ykpanna

VYuusepcurer I'panaasi

I'panana, Ucnanua
Pamupes X., noxrop, 0000-0002-6229-2921

Javierrp@ugr.es
Yuusepcurer 'panaast
I'panana, Ucnanus
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