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coverage of several key technologies and tech-
niques, including increased emphasis on CMOS
circuits in Chapters 3 - 7; a new chapter cover-
ing fully differential ampilifiers and common-
mode feedback; new material on feedback
circuit analysis using return ratio in addition to
the two-port feedback analysis; and new cov-
erage of two-stage MOS op-amp compensa-
tion, single-stage op amps, and nested Miller
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Coverage of cutting-edge fopics. The new
edition features more advanced CMOS device
electronics, including short-channel effects,
weak inversion and impact ionization.

State-of-the-art IC processes. The text shows
how modern infegrated circuits are fabricated,
including recent issues like heterojunction bipo-
lar transistors, copper interconnect, and fow
permittivity dielectric materials. '

Unified ireatment of bipolar and CMOS cir-
cuifs. This format takes readers through each
step in designing real-world amplifiers in siicon. * ’

Open-ended design problems. A number of : k e ; Fourth
open-ended design problems, included inthe & 15BN 0-471-321k6-0 9§ : Edition
problem sets, exposes the reader fo real-world :
situations where a range of circuit solutions may
be found to satisfy a given performance specifi- §
cation.

Extensive use of SPICE. SPICE is an infegral
part of many exampies in the problem sefs.
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Preface

In the 23 years since the publication of the first edition of this book, the field of analog
integrated circuits has developed and matured. The initial groundwork was laid in bipolar
technology, followed by a rapid evolution of MOS analog integrated circuits. Further-
more, BICMOS technology (incorporating both bipolar and CMOS devices on one chip)
has emerged as a serious contender to the original technologies. A key issue is that CMOS
technologies have become dominant in building digital circuits because CMOS digital
circuits are smaller and dissipate less power than their bipolar counterparts. To reduce
system cost and power dissipation, analog and digital circuits are now often integrated
together, providing a strong economic incentive to use CMOS-compatible analog circuits.
As artesult, an important question in many applications is whether to use pure CMOS or a
BiCMOS technology. Although somewhat more expensive to fabricate, BiICMOS allows
the designer to use both bipolar and MOS devices to their best advantage, and also al-
lows innovative combinations of the characteristics of both devices. In addition, BiCMOS
can reduce the design time by allowing direct use of many existing cells in realizing a
given analog circuit function. On the other hand, the main advantage of pure CMOS is
that it offers the lowest overall cost. Twenty years ago, CMOS technologies were only fast
enough to support applications at audio frequencies. However, the continuing reduction of
the minimum feature size in integrated-circuit (IC) technologies has greatly increased the
maximum operating frequencies, and CMOS technologies have become fast enough for
many new applications as a result. For example, the required bandwidth in video appli-
cations is about 4 MHz, requiring bipolar technologies as recently as 15 years ago. Now,
however, CMOS can easily accommodate the required bandwidth for video and is even
being used for radio-frequency applications. .

In this fourth edition, we have combined the consideration of MOS and bipolar cir-

;. cuits into a unified treatment that also includes MOS-bipolar connections made possible

" by BiCMOS technology. We have written this edition so that instructors can easily se-
lect topics related to only CMOS circuits, only bipolar circuits, or a combination of both.
We believe that it has become increasingly important for the analog circuit designer to
. have a thorough appreciation of the similarities and differences between MOS and bipolar
devices, and to be able to design with either one where this is appropriate.

Since the SPICE computer analysis program is now readily available to virtually
all electrical engineering students and professionals, we have included extensive use of
SPICE in this edition, particularly as an integral part of many problems. We have used
computer analysis as it is most commonly employed in the engineering design process—
both as a more accurate check on hand calculations, and also as a tool to examine complex
circuit behavior beyond the scope of hand analysis. In the problem sets, we have also in-
cluded a number of open-ended design problems to expose the reader to real-world situa-
tions where a whole range of circuit solutions may be found to satisfy a given performance
specification.

This book is intended to be useful both as a text for students and as a reference book
for practicing engineers. For class use, each chapter includes many worked problems; the
problem sets at the end of each chapter illustrate the practical applications of the material
in the text. All the authors have had extensive industrial experience in IC design as well
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Preface

as in the teaching of courses on this subject, and this experience is reflected in the choice
of text material and in the problem sets. . ‘
Although this book is concerned largely with the analysis and design of ICs, a coq51d-
erable amount of material is also included on applications. In practice, these two subjects
are closely linked, and a knowledge of both is essential for designers and users of ICs.

The latter compose the larger group by far, and we believe that a working knowledge of |

IC design is a great advantage to an IC user. This is particularly apparent when the user
must choose from among a number of competing designs to satisfy a particular need. An

understanding of the IC structure is then useful in evaluating the relative desirability of the

different designs under extremes of environment or in the presence of variations in suppl,y
voltage. In addition, the IC user is in a much better position to interpret a manufact.urer. s
data if he or she has a working knowledge of the internal operation of the integrated circuit.

The contents of this book stem largely from courses on analog integrated circuits given
at the University of California at the Berkeley and Davis campuses. The courses are un-
dergraduate electives and first-year graduate courses. The book is structured so that it
can be used as the basic text for a sequence of such courses. The more advanced mate-
rial is found at the end of each chapter or in an appendix so that a first course in analog
integrated circuits can omit this material without loss of continuity. An oqtline of each
chapter is given below together with suggestions for material to be covered in such a first
course. It is assumed that the course consists of three hours of lecture per week over a
15-week semester and that the students have a working knowledge of Laplace transforms
and frequency-domain circuit analysis. It is also assumed that the students have hafi an
introductory course in electronics so that they are familiar with the principlhes of transistor
operation and with the functioning of simple analog circuits. Unless otherwise stated, each
chapter requires three to four lecture hours to cover. . ‘

Chapter 1 contains a summary of bipolar transistor and MOS transistor deche physg:s.
We suggest spending one week on selected topics from this chapter, the choice o.f topics
depending on the background of the students. The material of Chapters 1 apd 2is quite
important in IC design because there is significant interaction between circm? and device
design, as will be seen in later chapters. A thorough understanding of the influence of
device fabrication on device characteristics is essential.

Chapter 2 is concerned with the technology of IC fabrication and is largely descriptive.
One lecture on this material should suffice if the students are assigned to read the chapter.

Chapter 3 deals with the characteristics of elementary transistor connections. The ma-
terial on one-transistor amplifiers should be a review for students at the senior and gradu-
ate levels and can be assigned as reading. The section on two-transistor amplifiers can be
covered in about three hours, with greatest emphasis on differential pairs. The material on
device mismatch effects in differential amplifiers can be covered to the extent that time
allows.

In Chapter 4, the important topics of current mirrors and active loads are considered.
These configurations are basic building blocks in modern analog IC design, and this ma-
terial should be covered in full, with the exception of the material on band-gap references
and the material in the appendices.

Chapter S is concerned with output stages and methods of delivering output power to
a load. Integrated-circuit realizations of Class A, Class B, and Class AB output stages are
described, as well as methods of output-stage protection. A selection of topics from this
chapter should be covered.

Chapter 6 deals with the design of operational amplifiers (op amps). Illustrative exam-
ples of dc and ac analysis in both MOS and bipolar op amps are performed in detail, and
the limitations of the basic op amps are described. The design of op amps with improved
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characteristics in both MOS and bipolar technologies is considered. This key chapter on
amplifier design requires at least six hours.

In Chapter 7, the frequency response of amplifiers is considered. The zero-value time-
constant technique is introduced for the calculations of the ~3-dB frequency of complex
circuits. The material of this chapter should be considered in full.

Chapter 8 describes the analysis of feedback circuits. Two different types of analysis
are presented: two-port and return-ratio analyses. Either approach should be covered in
full with the section on voltage regulators assigned as reading.

Chapter 9 deals with the frequency response and stability of feedback circuits and
should be covered up to the section on root locus. Time may not permit a detailed discussion
of root locus, but some introduction to this topic can be given.

In a 15-week semester, coverage of the above material leaves about two weeks for
Chapters 10, 11, and 12. A selection of topics from these chapters can be chosen as follows.
Chapter 10 deals with nonlinear analog circuits, and portions of this chapter up to Section
10.3 could be covered in a first course. Chapter 11 is a comprehensive treatment of noise
in integrated circuits, and material up to and including Section 11.4 is suitable. Chapter 12
describes fully differential operational amplifiers and common-mode feedback and may
be best suited for a second course.

We are grateful to the following colleagues for their suggestions for and/or eval-
uation of this edition: R. Jacob Baker, Bernhard E. Boser, A. Paul Brokaw, John N.
Churchill, David W. Cline, Ozan E. Erdogan, John W. Fattaruso, Weinan Gao, Edwin W.
Greeneich, Alex Gros-Balthazard, Tiinde Gyurics, Ward J. Helms, Timothy H. Hu, Shafiq
M. Jamal, John P. Keane, Haideh Khorramabadi, Pak-Kim Lau, Thomas W. Matthews,
Krishnaswamy Nagaraj, Khalil Najafi, Borivoje Nikoli¢, Robert A. Pease, Lawrence T.
Pileggi, Edgar Sanchez-Sinencio, Bang-Sup Song, Richard R. Spencer, Eric I. Swanson,
Andrew Y. J. Szeto, Yannis P. Tsividis, Srikanth Vaidianathan, T. R. Viswanathan, Chorng-
Kuang Wang, and Dong Wang. We are also grateful to Kenneth C. Dyer for allowing us to
use on the cover of this book a die photograph of an integrated circuit he designed and to
Zoe Marlowe for her assistance with word processing. Finally, we would like to thank the

people at Wiley and Publication Services for their efforts in producing this fourth edition.

The material in this book has been greatly influenced by our association with Donald

- O. Pederson, and we acknowledge his contributions.

Berkeley and Davis, CA, 2001 Paul R. Gray

Paul J. Hurst
Stephen H. Lewis
Robert G. Meyer
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. Unless otherwise stated, the following symbol convention is used in this book. Bias or dc : R ACilve DeVI c es [
quantities, such as transistor collector current /¢ and collector-emitter Yoltage VCE., are !
represented by uppercase symbols with uppercase subscripts. Small-signal quantities,
such as the incremental change in transistor collector current i;, are represented by ‘ .
lowercase symbols with lowercase subscripts. Elements such as transconlductancc? 8m ;

i i i ircui i inally, quantities : :
in small-signal equivalent circuits are represented in the same way. Fina ¥ q ; )
such as rotal collector current I, which represent the sum of the bias quanmé' arfd the 1.1 Introduction
i i sented b; ercase symbol with a lowercase subscript. . ‘ . o . N
Signal quantiy, e representod bY an upp Y The analysis and design of integrated circuits depend heavily on the utilization of suitable [
models for integrated-circuit components. This is true in hand analysis, where fairly simple )
models are generally used, and in computer analysis, where more complex models are

the circuit designer have a thorough understanding of the origin of the models commonly
utilized and the degree of approximation involved in each.

This chapter deals with the derivation of large-signal and small-signal models for l
integrated-circuit devices. The treatment begins with a consideration of the properties of [

encountered. Since any analysis is only as accurate as the model used, it is essential that L

pn junctions, which are basic parts of most integrated-circuit elements. Since this book is
primarily concerned with circuit analysis and design, no attempt has been made to produce
acomprehensive treatment of semiconductor physics. The emphasis is on summatizing the
basic aspects of semiconductor-device behavior and indicating how these can be modeled [

by equivalent circuits.

4]
1.2 Depletion Region of a pn Junction g [
The properties of reverse-biased pn junctions have an important influence on the charac-
teristics of many integrated-circuit components. For example, reverse-biased pn junctions
exist between many integrated-circuit elements and the underlying substrate, and these
junctions all contribute voltage-dependent parasitic capacitances. In addition, a number ,
of important characteristics of active devices, such as breakdown voltage and output re-
sistance, depend directly on the properties of the depletion region of a reverse-biased pn
junction. Finally, the basic operation of the junction field-effect transistor is controlled by {
the width of the depletion region of a pn junction. Because of its importance and applica- ,
tion to many different problems, an analysis of the depletion region of a reverse-biased pn
junction is considered below. The properties of forward-biased pn junctions are treated in _
Section 1.3 when bipolar-transistor operation is described. k
Consider a pn junction under reverse bias as shown in Fig. 1.1. Assume constant
doping densities of Np atoms/cm? in the n-type material and N4 atoms/cm?® in the p-
type material. (The characteristics of junctions with nonconstant doping densities will be
described later.) Due to the difference in carrier concenirations in the p-type and n-type [
regions, there exists a region at the junction where the mobile holes and electrons have ;
been removed, leaving the fixed acceptor and donor ions. Each acceptor atom carries a
k: negative charge and each donor atom carries a positive charge, so that the region near the -
Junction is one of significant space charge and resulting high electric field. This is called l

RO IR L
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the depletion region or Space-charge region. It is assumed that the edges gf th'e dqpletion
region are sharply defined as shown in Fig. 1.1, and this is a good approximation in most
cases. A
For zero applied bias, there exists a voltage i across the Junction called the builz-in
DPotential. This potential opposes the diffusion of mobile holes and electrons across the
Junction in equilibrium and has a value!
NsN
Yo = Vrln =472 (L.1)

i

where
Vr = k—T =26mV at 300°K
q

the quantity ; is the intrinsic carrier concentration in a pure sample of the semiconductor
and 7; = 1.5 X 10"%m~3 ¢ 300°K for silicon.

In Fig. 1.1 the built-in potential is augmented by the applied reverse bias, Vg, and the
total voltage across the junction is (g + V). If the depletion region penetrates a distance
W1 into the P-type region and W; into the n-type region, then we require

WiN4 = WyNp (1.2)

because the tota] charge per unit area on either side of the junction must be equal in mag-
nitude but opposite in sign.

1.2 Depletion Region of g pnJunction 3

Poisson’s equation in one dimension requires that

d 2V _ /_) _ qN A

dxx = & =
where p is the charge density, g is the electron charge (1.6 x 10-1¢ coulomb), and € is the
permittivity of the silicon (1.04 x 10~12 farad/cm). The permittivity is often expressed as

€ = Kséo (14)

where K is the dielectric constant of silicon and e is the permittivity of free space (8.86 x
107 F/em), Integration of (1.3) gives

for —W, <x<g (1.3)

A
E = Tx + Cl (]5)
where C) is a constant. However, the electric field € is given by
dv N
g = -V =—(L Ax+C1) (1.6)
dx € .

Since there is zero electric field outside the depletion region, a boundary condition is
€=0 for x= -W
and use of this condition in (1.6) gives
‘é=-q€&(x+W1)=—;%/ for -W,<x<o (1.7)

Thus the dipole of charge existing at the junction gives rise to an electric field that varies
linearly with distance.
Integration of (1.7) gives

2
V= "Eﬂ ("7 + W1x>+ c (1.8)

If the zero for potential is arbitrarily taken to be the potential of the neutra] P-type region,
then a second boundary condition is

V=0 for x= -W;
and use of this in (1.8) gives
2 2
V=%4(%+W1x+%) for —W,<x<o (1.9)

Atx = 0, we define vV = V1, and then (1.9) gives
LA

P (1.10)
If the potential difference from x = 0 o x = W, is Vs, then it follows that
_ GNp W2
V, = 3 (1.1
and thus the total voltage across the Jjunction is
Yo+ Ve =V, +V, = 216(NA W2+ Npw2) (1.12)
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Substitution of (1.2) in (1.12) gives

2
- Wik (1 ¥ ﬂ) (113)
€ Np ’

From (1.13), the penetration of the depletion layer into the p-type region is

r 172

W, = | W Vo) lef 114
qNA (l + N;)

L

Similarly
- 12

2e(g + Vi)
~————————-N . ]lg (1.15)
._q v NA

Equations 1.14 and 1.15 show that the depletion regions extend into the p-type
and n-type regions in inverse relation to the impurity concentrations and in proportion

to /g + V. If either Np or Ny is much larger than the other, the depletion region exists
almost entirely in the lightly doped region.

W, =

EXAMPLE
An abrupt pn junction in silicon has doping densities N4 = 103 atoms/cm?® and Np =
106 atoms/cm?. Calculate the junction built-in potential, the depletion-layer depths, and
the maximum field with 10 V reverse bias.
From (1.1)
10" x 10'¢

375 X 107 mY = 638mV at 300°K

Yo = 261n
From (1.14) the depletion-layer depth in the p-type region is

1/2
2 % 1.04 x 10712 x 10.64 .
=35X%
(1.6 % 10-19 % 1015 x 1.1 3.5 X 107 cm

1

3.5 um (where 1 pm = 1 micrometer = 1076 m)

il

The depletion-layer depth in the more heavily doped n-type region is

12
2% 1.04 X 1071% X 10.64 4
2= (W) = 035107 em = 035 pm

Finally, from (1.7) the maximum field that occurs for x = 01is

_ _dNay, _ _ Lo 108 x35x 107
Conar AWy = -16X 1070 X s —

~5.4 % 10* V/em

1

Note the large magnitude of this electric field.

1.2 Depletion:Region of a pn Junction 5

1.2.1 Depletion-Region Capacitance

Since there is a voltage-dependent char; i R T
g ge Q associated with the depleti :
calculate a small-signal capacitance C; as follows: RO 9’_’ region, we can

_ 40 _ dQ dW,
7T dvg  dwidvg (1.16)
Now

where 4 is the cross-sectional area of the junction. Differentiation of (1.14) gives

12

T = 7 e (118
© 24N (1 + N—A)(ll’o + Vi) )
D
Use of (1.17) and (1.18) in (1.16) gives
¢, = [ geNANp }“2 1
2NA+NpY|  Jiho + Vg (.19

u The aboye cq}lation was derived for the case of reverse bias Vg applied to the diode
Tl(:weYer, itis valid for positive bias voltages as long as the forward current flow is small.

us, if .VD represents the bias on the junction (positive for forward bias, negative f01:
reverse bias), then (1.19) can be written as

Ch = [ geNsNp 17 1
! 2NA AN fge - Vo (1.20)
_ G e
TV, Coaz

\/1—_@
Yo

where C o is the value of C; for Vp = 0.
" Equations 1.20 and 1..21 were derived using the assumption of constant doping in
e p-type and n-type regions. However, many practical diffused junctions more closely
;?e;;ﬁ)ach a graded doping profile as shown in Fig. 1.2. In this case a similar calculation
S

(1.22)

Note that both (1.21) and (1.22) predict values of C; approaching infinity as Vp ap-
proaches ifs. However, the current flow in the diode is then appreciable and the equzftioﬁs
no longer valid. A more exact analysis®> of the behavior of C; as a function of V), gives
the rf:sult shown in Fig. 1.3. For forward bias voltages up to about /2, the values of C;
f:)(r)tl‘,lclhctted by (1.21) are very close to the more accurate value. As an approximation, somé
G Zg)u er programs approximate C; for Vp > (/2 by a linear extrapolation of (1.21) or
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Charge density p
- PEax
hd x Distance
e Figure 1.2 Charge density versus dis-
tance in a graded junction.
G
Y
More accurate
calculation
Simple theory

(Equation 1.21)

vV,
o Wy P
2
Reverse bias Foward bias

Figure 1.3 Behavior of pn junction depletion-layer capacitance C; as a function of bias
voltage Vp.

EXAMPLE

If the zero-bias capacitance of a diffused junction is 3 pF and yo = 0.5V, Falculate the
capacitance with 10 V reverse bias. Assume the doping profile can be approximated by an

abrupt junction.
From (1.21)
C;= ~——3—pF = 0:65 pF
1422
0.5

1.2.2 Junction Breakdown

From Fig, 1.1¢ it can be seen that the maximum electric field in the depletion region occurs
at the junction, and for an abrupt junction (1.7) yields a value

= —Nay, (1.23)

€

Emax

1.2 Depletion Region of a pn Junction 7
Substitution of (1.14) in (1.23) gives

2qN4NpVg }1/2 (1.24)

el = | 2

where g has been neglected. Equation 1.24 shows that the maximum field increases as
the doping density increases and the reverse bias increases. Although useful for indicat-
ing the functional dependence of $max 0n other variables, this equation is strictly valid
for an ideal plane junction only. Practical junctions tend to have edge effects that cause
somewhat higher values of €,,,x due 10 a concentration of the field at the curved edges
of the junction.

Any reverse-biased pn junction has a small reverse current flow due to the presence
of minority-carrier holes and electrons in the vicinity of the depletion region. These are
swept across the depletion region by the field and contribute to the leakage current of the
junction. As the reverse bias on the junction is increased, the maximum field increases and
the carriers acquire increasing amounts of energy between lattice collisions in the depletion
region, At a critical field €, the carriers traversing the depletion region acquire sufficient
energy to create new hole-electron pairs in collisions with silicon atoms, This is called the
avalanche process and leads to a sudden increase in the reverse-bias leakage current since
the newly created carriers are also capable of producing avalanche. The value of Eerit 18
about 3 X 10° V/cm for junction doping densities in the range of 10 to 10'6 atoms/cm?®,
but it increases slowly as the doping density increases and reaches about 106 Viem for
doping densities of 10'® atoms/cm?.

A typical I-V characteristic for a junction diode is shown in Fig. 1.4, and the effect
of avalanche breakdown is seen by the large increase in reverse current, which occurs as
the reverse bias approaches the breakdown voltage BV. This corresponds to the maximum
field €max approaching €cy;. It has been found empirically? that if the normal reverse bias
current of the diode is /g with no avalanche effect, then the actual reverse current near the
breakdown voltage is

Ina = Ml (1.25)

ImA

-BV 1

1

VR L
-25( 20 -16 —10 -5 5

V voits

Figure 1.4 Typical /-V characteristic of a junction diode showing avalanche breakdown.
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where M is the multiplication factor defined by

M= — (1.26)
AL
(5)

In this equation, Vg is the reverse bias on the diode and n has a value between 3
and 6.

The operation of a pn junction in the breakdown region is not inherently destruc-
tive. However, the avalanche current flow must be limited by external resistors in order
to prevent excessive power dissipation from occurring at the junction and causing dam-
age to the device. Diodes operated in the avalanche region are widely used as voltage
references and are called Zener diodes. There is another, related process called Zener
breakdown,’ which is different from the avalanche breakdown described above. Zener
breakdown occurs only in very heavily doped junctions where the electric field becomes
large enough (even with small reverse-bias voltages) to strip electrons away from the
valence bonds. This process is called munneling, and there is no multiplication effect as
in avalanche breakdown. Although the Zener breakdown mechanism is important only
for breakdown voltages below about 6 V, all breakdown diodes are commonly referred
to as Zener diodes.

The calculations so far have been concerned with the breakdown characteristic of
plane abrupt junctions. Practical diffused junctions differ in some respects from these
results and the characteristics of these junctions have been calculated and tabulated for
use by designers.> In particular, edge effects in practical diffused junctions can result
in breakdown voltages as much as 50 percent below the value calculated for a plane

junction.

EXAMPLE

An abrupt plane pn junction has doping densities Ny = 5 X 103 atoms/cm® and Np =
1016 atoms/cm®. Calculate the breakdown voltage if $cre = 3 X 10° V/em.
The breakdown voltage is calculated using €max = Geric in (1.24) to give

€ (NA + ND) 2
quAND crit
1.04 X 10712 x 15 X 10%

_ 10
2><1A6><1()—19><5><1015><101"’><9><10 v

=88V

BV =

1.3 Large-Signal Behavior of Bipolar Transistors

In this section, the large-signal or dc behavior of bipolar transistors is considered. Large-
signal models are developed for the calculation of total currents and voltages in transistor
circuits, and such effects as breakdown voltage limitations, which are usually not included
in models, are also considered. Second-order effects, such as current-gain variation with
collector current and Early voltage, can be important in many circuits and are treated in
detail.

The sign conventions used for bipolar transistor currents and voltages are shown in
Fig. 1.5. All bias currents for both npn and pnp transistors are assumed positive going
into the device.

1.3 Large-Signal Behavior of Bipolar Transistors 9 ‘f

1,
v, c ‘ ‘ VC
BC - Vac C
+ +
B
- Vee
Ig
+ _ .
Ve E
flE

Figure 1.5 Bipolar transistor sign

npn
- ;
prp convention.

1.3.1 Large-Signal Models in the Forward-Active Region

bAa :Z,P;i“é :rf]?t tgia:fer ll;llf;l:; téar;}SlStor structure is shown in Fig. 1.6a, where collector,
{ransistor SIruCtures is describeci 4 sénd E, respec.:tlvely. The method of fabricating such
density in the basc and the em'tltn hapter 2. It is s'hown' there that the impurity doping
distance from the top surface Hl er of such a transistor is not constant but varies with
be predicted by analyzing tﬁe iZWfiYer, many‘of the characteristics of such a device can
SHruotaro the bage and et o lealized transistor structure shown in Fig. 1.6b. In this
called a uniform.base transistoopg&lli densme; are gssumed constant, and this is sometimes
for the uniform-base analysis arre . ere pos§1ble in the follow.ing analyses, the equations
transistors. Xpressed in a form that applies also to nonuniform-base
. ).

alongAtirizSsseiif(:fzr?glsft;zk;n l;l.lrough the device of Fig. 1.6b and carrier concentrations
tron concentrations by r with blg. .1.6c. Hole concentrations are denoted by p and elec-
n-type emitter and collector resg STpLs p or i representing p-type o n-type regions. The
The carrier concentrations shogmn's are distinguished by subscripts E and C, respectively.
gion. That i, the base-cmitter wn ltﬂ Flg. 1.6¢ apply to a device in the forward-active re-
reverse biased. The minority-cixun'c 10n is forwgrd bx_ased and the base-collector junction is

ITCT Concentrations in the base at the edges of the depletion

regions can be calculated from imati Y : et
function to gived aBoltzmann approximation to the Fermi-Dirac distribution

np(0) = n,, exp% _ (1.27)
np(Wa) = n,,ex Vae Ly ‘
poCXp = = - (1.28)

where 1 i

collect::/fi ;;f:go‘;”gthe‘r’i?e basg from the base-emitter depletion layer edge to the base-

base. Note that V }ils - gaﬁ;ian f"po is the equilibrium concentration of electrons in the

thus 7,(W) s ve rl;csmall i Vel Of an n pn transistor in the forward-active region and

(1.27)1; nd (1.28). Thi - Low-level an.ectl_on conditions are assumed in the derivation of
-=0). 11is means that the minority-carrier concentrations are always assumed

mucilfsmaller t.han the majority-carrier concentration Y

the m;gfg}'ﬁimgfzo‘;fcgﬁiesfand electrons in the base is small, it can be shown that’

straight line can be drawn | tation 71,(x) in the base varies linearly with distance. Thus a

W joining the concentrations at x = 0 and x = Wp in Fig. 1.6¢c.
For charge neutrality in the base, it is necessary that

Ny + ny(x) = pp(x) (1.29) -

- |
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Figure 1.6 (a) Cross section of a typical npn planar bipolar transistor structure, (b.) Idefﬂized Hag—
sistor structure. (c) Carrier concentrations along the cross section AA’ of the transistor in (b). Uni-
form doping densities are assumed. (Not to scale.)
and thus

Pp(X) = ny(x) = N, (1.30)

where p,(x) is the hole concentration in the base and N, is the base doping density that

i
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where D, is the diffusion constant for electrons, From Fig. 1.6¢

n,(0
J, = —qD,,—‘;% (1.32)

(1.33)
B

where A is the cross-sectional area of the emitter. Substitution of (1.27) into ( 1.33) gives

D,
= \qA po exp @

Ic W, Vs (1.34)
1%
= Igexp ~EE (1.35)
Vr
where
_ qAD,,npo
Iy = R (1.36)

and /g is a constant used to describe the transfer characteristic of the transistor in the
forward-active region. Equation 1.36 cap be expressed in terms of the base doping density
by noting that® (see Chapter 2)

Mpo = L (1.37)

* and substitution of (1.37)in ( 1.36) gives

Is = gADn? _ 9AD,n}
WaN, Qs

where Qg = WgNy4 is the number of doping atoms in the base per unit area of the

emitter and n; is the intrinsic carrier cencentration in silicon. In this form (1.38) applies

(1.38)

1.6c¢, the minority-carrier charge in the base is

1
Q. = in,,(O)WBqA (1.39)
and we have
w,
Iy = e = 17,(OWsqa (1.40)
Th 2 Th
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where 7 is the minority-carrier lifetime in the base. I represents a flow of majority holes
from the base lead into the base region. Substitution of (1.27) in (1.40) gives

1 nquBqA Ve

= ot — 1.41

I = 32— Py (1.4D)

The second major component of base current (usually the dominant one in integrated-

circuit npn devices) is due to injection of holes from the base into the emitter. This current
component depends on the gradient of minority-carrier holes in the emitter and is’

gAD

p
2P (1.42)

132 =

where D, is the diffusion constant for holes and L, is the diffusion length (assumed small)
for holes in the emitter. pne(0) is the concentration of holes in the emitter at the edge of

the depletion region and is

V.
paz(©) = Preoexp i (1.43)
T
If Np is the donor atom concentration in the emitter (assumed constant), then
2
ns
PuEo = - (1.44)

The emitter is deliberately doped much more heavily than the base, making Np large and
PnEo small, so that the base-current component, /g, is minimized.
Substitution of (1.43) and (1.44) in (1.42) gives

2
_aADp Ve (1.45)

The total base current, I, is the sum of I and Ip):

WsqA  gAD, n?
Ig = Ip +Ipz = GL Tbe + q———L "ﬁ‘;)em %"“ (1.46)
P

Although this equation was derived assuming uniform base and emitter doping, it gives
the correct functional dependence of I on device parameters for practical double-diffused
nonuniform-base devices. Second-order components of Iz, which are important at low

current levels, are considered later.
Since I in (1.35) and Ip in (1.46) are both proportional to exp(Vpe/Vr) in this anal-

ysis, the base current can be expressed in terms of collector current as
Ic
Ig = — (1.47)
5 Br
where Br is the forward current gain. An expression for B can be calculated by substi-
tuting (1.34) and (1.46) in (1.47) to give

qADunp,
Ws i
= = 1.48
Br LnyoWagA  gADynl — Wi DpWsNa (1.48)
2 Tp LpND 2TbDn D,, Lp ND

where (1.37) has been substituted for np,. Equation 1.48 shows that Br is maximized
by minimizing the base width W and maximizing the ratio of emitter to base doping
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densities Np/N,. Typical values of BF for npn transistors in integrated circuits are 50 to
SQO, whereas lateral pnp transistors (to be described in Chapter 2) have values 10 to 100
Finally, the emitter current is .

1 I
Ig = —(Uc+1p) = — ful S5 NN (o}
E (Ic + Ip) (Ic + BF) " (1.49)
where
_ _PBr : ~
o= 1+ Br o (1.50)

The value of e can be expressed in terms of device parameters by substituti
in (1.50) to obtain P oy sibstinuting (1.48)

1 1
ar = = >~
|+ _1_ . W3 _D—p&& TY (L51)
Br D, D, L, Np
where
ar = 1
7 W2 (1.51a)
2TbD,,
y = 1
L+ &E_N_A (1.51b)
D, L, Np

The vglifiity of (1.51) depends on W§/27bDn < 1 and (Dp/DpYXWa/Lp)(N4/Np) < 1
and th.xs is always true if B is large [see (1.48)]. The term vy in (1.51) is called the emitte;
injection efficiency and is equal to the ratio of the electron current (n pr transistor) injected
into rhe base from the emitter to the total hole and electron current crossing the base-emitter
junction. Ideally y — 1, and this is achieved by making Np/N4 large and W5 small. In
that case very little reverse injection occurs from base to emitter. .

.The_te.rm a7 in (1.51) is called the base transport factor and represents the fraction of
carriers 1_nJected into the base (from the emitter) that reach the collector. Ideally a7 — 1
and .thIS- is achieved by making Wp small. It is evident from the above development that
fabrication changes that cause ar and 7 to approach unity also maximize the value of B
of the transistor.

The results derived above allow formulation of a large-signal model of the transis-
tor su1§abl§ for bias-circuit calculations with devices in the forward-active region. One
such circuit is shown in Fig. 1.7 and consists of a base-emitter diode to model (1.46)
and a controlled collector-current generator to model (1.47). Note that the collector volt-
age ujeally has no influence on the collector current and the collector node acts as a
high-impedance current source. A simpler version of this equivalent circuit, which is
often qseful, is shown in Fig. 1.7b, where the input diode has been replaced by a bat-
tery with a value Vag(on), Which is usually 0.6 to 0.7 V. This represents the fact that in
the forward-active region the base-emitter voltage varies very little because of the steep
slope of tk}e exponential characteristic. In some circuits the temperature coefficient of
V.BE("“) is important, and a typical value for this is —2 mV/°C. The equivalent circuits of
Fig. 1.7 apply for npn transistors. For pnp devices the corresponding equivalent circuits
are shown in Fig. 1.8.
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1.3.2 Effects of Collector Voltage on Large-Signal Characteristics
in the Forward-Active Region

In the analysis of the previous section, the collector-base jux?ctlion was assumed reverse
biased and ideally had no effect on the collector currents. This is a useful approximation
for first-order calculations, but is not strictly true in practice. There are occasions where
the influence of collector voltage on collector current is important, and this will now be
investigated. ' _

The collector voltage has a dramatic effect on the collector current in two regions of de-
vice operation. These are the saturation (Vg approaches zero) and bl“eakdown (Vck very
large) regions that will be considered later. For values of collector—en'utter voltage V¢ be-
tween these extremes, the collector current increases slowly as Vg increases. The reason
for this can be seen from Fig. 1.9, which is a sketch of the minority-carrier copcentratxon
in the base of the transistor. Consider the effect of changes in Vg on the carrier concen-
tration for constant Vgg. Since Vg is constant, the change in Vp equals the change in
Vg and this causes an increase in the collector-base depletion-layer. width as shqwn. The
change in the base width of the transistor, AW, equals the change in the depletion-layer
width and causes an increase Al in the collector current.

From (1.35) and (1.38) we have

_ 9ADwn} Ve (1.52)
T P
Differentiation of (1.52) yields
alc - _quj,.n% x YEE) dQB (]53)
19VCE Q% Vr dVCE

and substitution of (1.52) in (1.53) gives

dlc _ _Ic d0s (158
Ver OpdVce

R Collector depletion

IO

1

1.3 Large-Signal Behavior of Bipolar Transistors 15

i
|
[
F concentration
i

1
region widens due

.
!
10 AV _:s____;J
!
| |
] ; |
) LV a1
_ Ve | r+depletion
7p(0) = o €Xp vy l region | l
~— \IC | g i
Ie+ Al Ty } ! .
‘ TS ™™ ES , Figure 1.9 Effect of in-
l e AW creases in Vez on the
Emitter Base ™ ™ A%s  Collector collector depletion re-
W gion and base width of a
B

i bipolar transistor.

For a unifonn-bas¢ transistor Qg = WaNy4, and (1.54) becomes

dlc _ Ic dWpg
AL Wy dVeg

(1.55)

Note that since the base width decreases as Vg increases, d Wg/d Ve in (1.55) is negative
and thus 91¢/6V ¢ is positive. The magnitude of dWs/d Vcp can be calculated from (1.18)
for a uniform-base transistor. This equation predicts that dWg/d Ve is a function of the
bias value of Vg, but the variation is typically small for a reverse-biased junction and
dWpgldVeE is often assumed constant. The resulting predictions agree adequately with
experimental results.

Equation 1.55 shows that dIc/dV ¢y is proportional to the collector-bias current and
inversely proportional to the transistor base width. Thus narrow-base transistors show
a greater dependence of /¢ on Vg in the forward-active region. The dependence of
01¢/dVcg on I results in typical transistor output characteristics as shown in Fig. 1.10.
In accordance with the assumptions made in the foregoing analysis, these characteristics
are shown for constant values of Vz. However, in most integrated-circuit transistors the
base current is dependent only on Vg and not on Ve, and thus constant-base-current
characteristics can often be used in the following calculation. The reason for this is that
the base current is usvally dominated by the /g, component of (1.45), which has no de-
pendence on Vg. Extrapolation of the characteristics of Fig. 1.10 back to the V oz axis
gives an intercept V4 called the Early voliage, where

-l
Va = i (1.56)
oVer
Substitution of (1.55) in (1.56) gives
_ o dVeE
Va=-Wpg AW, (1.57)

which is a constant, independent of I¢. Thus all the characteristics extrapolate to the same
point on the V¢ axis. The variation of ¢ with Vg is called the Early effect, and V4 is
a common model parameter for circuit-analysis computer programs. Typical values of V4
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Figure 1.10 Bipolar transistor output characteristics showing the Early voltage, V4.

for integrated-circuit transistors are 15 to 100 V. The inclusion of Early effect in dc bias
nalysis because of the complexity introduced

calculations is usually limited to computer a
into the calculation. However, the influence of the Early effect is often dominant in small-
onsidered later.

signal calculations for high-gain circuits and this point will be ¢
Finally, the influence of Early effect on the transistor large-signal characteristics in
the forward-active region can be represented approximately by modifying (1.35) to

Vce Ve
YCE M 1.58
Ic = Is (1 + v, )exp Vs ( )

This is a common means of representing the device output characteristics for computer

simulation.

1.3.3 Saturation and inverse-Active Regions

is usually avoided in analog circuits because
Saturation is much more commonly encoun-
11-specified output voltage that represents a

Saturation is a region of device operation that
the transistor gain is very low in this region.
tered in digital circuits, where it provides a we

logic state.
In saturation, both emitter-base and collector-base junctions are forward biased. Con-

sequently, the collector-emitter voltage Vy: is quite small and is usually in the range 0.05
to 0.3 V. The carrier concentrations in a saturated npn transistor with uniform base doping

are shown in Fig. 1.11. The minority-carrier concentration in the base at the edge of the

depletion region is again given by (1.28) as

Vec
np(WB) = Npo exp 7;‘ (159)
but since Vgc is now positive, the value of n »(Wp) is no longer negligible. Consequently,
) directly affect

changes in Vg with Ve held constant (which cause equal changes in Vge
np(Wg). Since the collector current is proportional to the slope of the minority-carrier con-
centration in the base [see (1.31)], itis also proportional to [n p(0)—n »(Wp)] from Fig. 1.11.
Thus changes in n,(W3) directly affect the collector current, and the collector node of the

dance. As Vg is decreased in saturation with Vag

transistor appears to have a low impe
held constant, V¢ increases, as does ny(Wg) from (1.59). Thus from Fig. 1 .11 the collector
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Figure 1.11 Carrier concentrations in a saturated npn transistor. (Not to scale.)

f(;u;rheent dtecregses bef:ause the slope of the carrier concentration decreases. This gives rise
o s_a ‘I;ratlon region qf the Iq — Vg characteristic shown in Fig. 1.12. The slope of
withih ﬁE chaaacgagsnc in this region is largely determined by the resistance in series
e collector lead due to the finite resistivity of the n- il i
model for the transistor in this region i in Fi 3 204 coniots ot & e voronut
gion i$ shown in Fig. 1.13 and consists of
. 1. a fixed voltage
f/‘())l]ltrace t(;/ represent Vgen), and a fixed voltage source to represent the collector—emittger
v %}f clEl(sm). A T}Iilore accurate but more complex model includes a resistor in series
e collector. This resistor can have a value rangi i
prith the callector. T ging from 20 to 500 £}, depending on
B flkrllladdltlona}l aspect of transistor behavior in the saturation region is apparent from
mlgth .b . Foragiven cpuector current, there is now a much larger amount of stored charge
0 e ase21 than there is in the forvya.rd—active region. Thus the base-current contribution
tiollreissegte l;y (1,4c1l ) l;mll be larger in saturation. In addition, since the collector-base junc
ow forward biased, there is a new base-current injecti f
_ s - component due to injection of
carriers from the base to the collector. Th i st
i . These two effects result in a bas i
uration, which is larger than in the forw i i i oo saont o
on, ard-active region for a given collecto
. er th r current Ic.
Iliauﬂol I?/IB 1;1 gaturatxon is often referred to as the forced 8 and is always less than Bi
s the force is made lower with ice is sai .
B the for respect to Br, the device is said to be more heavily
'oim:hih mmonty-carr.ier concentration in saturation shown in Fig. 1.11 is a straight line
Ja o iIgle e two end points, assuming that recombination is small. This can be represented
el thar superposition of the two dotted distributions as shown. The justification for this
piotate Ot; :ie:glnal currents depend linearly on the concentrations n (0) and n,(Wp). This
vice catrier concentrations can be used to derive ion
scribing transistor behavior. Each of stributions in Fig. 1.11 1y R S
. the distributions in Fig. 1.11 is i
s r bel . : 1L considered separatel
abd thc? twp contributions are combined. The emitter current that would result fronll) n (x))l
ove is given by the classical diode equation 8

1%
Iep = — ZBE _
EF Is (exp V 1) (1.60)
where Iz is a constant that is often referred to as the saturation current of the junction (no

co i i i i i
o :I‘]::;:;J:n with the transistor saturation previously described). Equation 1.60 predicts that
Junction current is given by Igr = Igs with a reverse-bias voltage applied. However,
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Figure 1.12 Typical Ic-Vr characteristics for an npn bipolar transistor. Note the different scales
for positive and negative currents and voltages.
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Figure 1.13 Large-signal models for bipolar transistors in the saturation region.

in practice (1.60) is applicable only in the forward-bias region, since St?cond-order effects
dominate under reverse-bias conditions and typically result in a junction current seve?al
orders of magnitude larger than Igs. The junction current that flows under reverse-bias
conditions is often called the leakage current of the junction. _

Returning to Fig. 1.11, we can describe the collector current resulting from n p2(X)

alone as
V
P (expvic - 1) (L61)
T

where Icyg is a constant. The total collector current [ is given by Icg plus‘the fraptiqn of
Igr that reaches the collector (allowing for recombination and reverse emitter injection).
Thus

14 1%
Ic = aglgs (exp—‘—;;—E - 1)— Ics (exp T/BTE - 1) (1.62)
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where ar has been defined previously by (1.51). Similarly, the total emitter current is
composed of Igy plus the fraction of I that reaches the emitter with the transistor acting
in an inverted mode. Thus

IE = —‘IES(CXPE - l>+ CYRICS<EXP—V—B£ - 1) (163)
VT VT

where ap is the ratio of emitter to collector current with the transistor operating inverted

(i.e., with the collector-base junction forward biased and emitting carriers into the base

and the emitter-base junction reverse biased and collecting carriers). Typical values of ag

are 0.5 to 0.8. An inverse current gain By is also defined

2

Br = (1.64)

l~a R

and has typical values 1 to 5. This is the current gain of the transistor when operated
inverted and is much lower than By because the device geometry and doping densities
are designed to maximize Br. The inverse-active region of device operation occurs for
Vcp negative in an npn transistor and is shown in Fig. 1.12. In order to display these
characteristics adequately in the same figure as the forward-active region, the negative
voltage and current scales have been expanded. The inverse-active mode of operation is
rarely encountered in analog circuits,

Equations 1.62 and 1.63 describe npn transistor operation in the saturation region
when Vzg and Vpe are both positive, and also in the forward-active and inverse-active
regions. These equations arc the Ebers-Moll equations. In the forward-active region, they
degenerate into a form similar to that of (1.35), (1.47), and (1.49) derived earlier. This can
be shown by putting Vg positive and Vp¢ negative in (1.62) and (1.63) to obtain

Ic = arlgs (exp KVBTE - 1>+ Ics (1.65)

v
Ig = —Igs (exp VLTE - 1)— arles (1.66)

Equation 1.65 is similar in form to (1.35) except that leakage currents that were previ-
ously neglected have now been included. This minor difference is significant only at high
temperatures or very low operating currents. Comparison of (1.65) with (1.35) allows us
to identify Iy = aplgg, and it can be shown'? in general that

aplgs = aplcs = Is (1.67)

where this expression represents a reciprocity condition. Use of (1.67) in (1.62) and (1 .63)
allows the Ebers-Moll equations o be expressed in the general form

_ Vee |\ Is Vec

Ie = I (exp Vs 1) haR (exp v, 1) (1.62a)
__Is Vee _ Vee

Ig = a—F(exp v, 1>+ Is (exp Vr 1) (1.63a)

This form is often used for computer representation of transistor large-signal behavior.
The effect of leakage currents mentioned above can be further illustrated as follows.
In the forward-active region, from (1.66)

Igs (exp% - 1) = ~Ig—arles (1.68)
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Substitution of (1.68) in (1.65) gives

Ic = —aplg + Icp (1.69)

where
Ico = Igs(1 — agar) (1.69a)

and I is the collector-base leakage current with the emitter open. Although Ico is given
theoretically by (1.69a), in practice, surface leakage effects dominate when the collector-
base junction is reverse biased and /¢ i typically several orders of magnitude larger
than the value given by (1.69a). However, (1.69) is still valid if the appropriate measured
value for Ico is used. Typical values of Ico are from 10710 to 10712 A at 25°C, and the
magnitude doubles about every 8°C. As a consequence, these leakage terms can become
very significant at high temperatures. For example, consider the base current /. From

Fig. 1.5 this is

Ig = —(c +1Ip) (1.70)
If Iz is calculated from (1.69) and substituted in (1.70), the result is
1y = Loor o (1.71)
oF afF
But from (1.50)
_ _&rF
Br = i=ar (1.72)
and use of (1.72) in (1.71) gives
I
Ip = < - Ieo (1.73)
Br ar

Since the two terms in (1.73) have opposite signs, the effect of I is to decrease the
magnitude of the external base current at a given value of collector current.

EXAMPLE
If Ico is 10710 A at 24°C, estimate its value at 120°C.
Assuming that I doubles every 8°C, we have
Ico(120°C) = 10710 x 212
04 pnA

i

1.3.4 Transistor Breakdown Voltages

In Section 1.2.2 the mechanism of avalanche breakdown in a pn junction was described.
Similar effects occur at the base-emitter and base-collector junctions of a transistor and
these effects limit the maximum voltages that can be applied to the device.

First consider a transistor in the common-base configuration shown in Fig. 1.14a and
supplied with a constant emiter current. Typical I¢c — V¢p characteristics for an npn tran-
sistor in such a connection are shown in Fig. 1.14b. For Iz = 0 the collector-base junction
breaks down at a voltage BVcgp, which represents collector-base breakdown with the
emitter open. For finite values of /g, the effects of avalanche multiplication are apparent
for values of Vg below BV po. In the example shown, ihe effective common-base current
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gainar = Ic/Ig becomes larger than unity for values of Vp above about 60 V. Operation
in ﬂ?ls region (but below BV 0) can, however, be safely undertaken if the device power
dlsSIpat.mn is not excessive. The considerations of Section 1.2.2 apply to this situation, and
neglecting leakage currents, we can calculate the collector current in Fig. 1.144a as ’

IC = —apIEM (1~74)
where M is defined by (1.26) and thus

IC = —aplE——+7
1 _( CB
BVcso

One further point to note about the common-base characteristics of Fig. 1.14b is that for
low values of V¢ where avalanche effects are negligible, the curves show very little of the
Early effect seen in the common-emitter characteristics. Base widening still occurs in this
cpnﬁguration as V¢p is increased, but unlike the common-emitter connection, it produces
ht'tle change in I¢. This is because I is now fixed instead of Vg or Ig, and in Fig. 1.9,
!ZhIS means the slope of the minority-carrier concentration at the emitter edge of the base
is fixed. Thus the collector current remains almost unchanged.

. Now consider the effect of avalanche breakdown on the common-emitter characteris-
tics of the device. Typical characteristics are shown in Fig. 1.12, and breakdown occurs at
a value BVC,:;O, which is sometimes called the sustaining voltage LV cgo. As in previous
cases, operation near the breakdown voltage is destructive to the device only if the current
(and thus the power dissipation) becomes excessive.

The effects of avalanche breakdown on the common-emitter characteristics are more
complex than in the common-base configuration. This is because hole-electron pairs are
proc'iuced by the avalanche process and the holes are swept into the base, where they ef-
fectively contribute to the base current. In a sense the avalanche current is then amplified

(1.75)
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by the transistor. The base current is still given by

Ig = —(Ic + Ig) (1.76)
Equation 1.74 still holds, and substitution of this in (1.76) gives
Mar
= ——F—1 Q.7hH
lc 1 - MOIF B
where
M= S S (1.78)

1 - Vca )n
BVcso
Equation 1.77 shows that /¢ approaches infinity as Ma approaches unity. That is, the

effective B approaches infinity because of the additional base-current contx.ibution from
the avalanche process itself. The value of BV g can be determined by solving

Map =1 (1.79)
If we assume that Vcp = Vg, this gives

dd =1 (1.80)

1 - BVCEO)n
BVcpo

and this results in

and thus

BVego = —7—— (1.81)

Equation 1.81 shows that BV cgo is less than BV ¢ by a substantial factor. However, the
value of BVcpo, which must be used in (1.81), is the plane junction breakdown of the
collector-base junction, neglecting any edge effects. This is because it is only collector-
base avalanche current actually under the emitter that is amplified as described in the pre-
vious calculation. However, as explained in Section 1.2.2, the measured value of BVego
is usually determined by avalanche in the curved region of the collector, which is remote
from the active base. Consequently, for typical values of Bz = 100 and n = 4, the value
of BV¢go is about one-half of the measured BV po and not 30 percent as (1.81) would
indicate. . .
Equation 1.81 explains the shape of the breakdown characteristics of Fig. 1.12 if the
dependence of Br on collector current is included. As Vg is increased from zero with
Iz = 0, the initial collector current is approximately Brlco from (1.73); since ‘I co s typ-
ically several picoamperes, the collector current is very small. As explained in the next
section, By is small at low currents, and thus from (1.81) the breakdown voltage is high.
However, as avalanche breakdown begins in the device, the value of I¢ increases and
thus Br increases. From (1.81) this causes a decrease in the breakdown voltage angi the
characteristic bends back as shown in Fig. 1.12 and exhibits a negative slope. At higher
collector currents, Br approaches a constant value and the breakdown curve with Iz = '0
becomes perpendicular to the Vi axis. The value of Vg in this region of the curve is

%
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usually defined to be BV, since this is the maximum voltage the device can sustain.
The value of Br 1o be used to caiculate BV cgo in (1.81) is thus the peak value of Br. Note
from (1.81) that high-B transistors will thus have low values of BV cgo.

The base-emitter junction of a transistor is also subject to avalanche breakdown. How-
ever, the doping density in the emitter is made very large to ensure a high value of 87[Np
is made large in (1.45) to reduce Ip;]. Thus the base is the more lightly doped side of
the junction and determines the breakdown characteristic. This can be contrasted with the
collector-base junction, where the collector is the more lightly doped side and results in
typical values of BV cpp of 20 to 80 V or more. The base is typically an order of magni-
tude more heavily doped than the collector, and thus the base-emitter breakdown voltage
is much less than BVcpp and is typically about 6 to 8 V. This is designed BVzgo. The
breakdown voltage for inverse-active operation shown in Fig. 1.12 is approximately equal
to this value because the base-emitter junction is reverse biased in this mode of operation.

The base-emitter breakdown voltage of 6 to 8 V provides a convenient reference volt-
age in integrated-circuit design, and this is often utilized in the form of a Zener diode.
However, care must be taken to ensure that all other transistors in a circuit are protected
against reverse base-emitter voltages sufficient to cause breakdown. This is because, un-
like collector-base breakdown, base-emitter breakdown is damaging to the device. It can
cause a large degradation in Br, depending on the duration of the breakdown-current flow
and its magnitude.!! If the device is used purely as a Zener diode, this is of no consequence,
but if the device is an amplifying transistor, the 8 degradation may be serious.

EXAMPLE

If the collector doping density in a transistor is 2 X 10 atoms/cm® and is much less than

the base doping, calculate BV ¢gp for 8 = 100and n = 4. Assume € = 3 X 105 Viem.
The plane breakdown voltage in the collector can be calculated from (1.24) using

Brmax = Beric:

€ (Ny + Np) 2

BV = :
CBO 2q NA ND crit
Since Np < Ny, we have

€ o 1.04 x 10712
2gNp ™ 2X 1.6 X 10719 X 2 X 1015

BVcaolpiane = X9x 100V = 146 V

From (1.81)

146

“BVigo = ——=V = 46V
/100

1.3.5 Dependence of Transistor Current Gain g on Operating Conditions

Although most first-order analyses of integrated circuits make the assumption that B is
constant, this parameter does in fact depend on the operating conditions of the transistor.
It was shown in Section 1.3.2, for example, that increasing the value of Vg increases I
while producing little change in Ig, and thus the effective Br of the transistor increases.
In Section 1.3.4 it was shown that as Vg approaches the breakdown voltage, BV g0, the
collector current increases due to avalanche multiplication in the collector. Equation 1.77
shows that the effective current gain approaches infinity as Vg approaches BV xo.

s
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In addition to the effects just described, Br also varies with both temperature and
transistor collector current. This is illustrated in Fig. 1.15, which shows typical curves of
By versus I¢ at three different temperatures for an npn integrated circuit transistor. It is
evident that B increases as temperature increases, and a typical temperature coefficient
for Br is +7000 ppm/°C (where ppm signifies parts per million). This temperature de-
pendence of fF is due to the effect of the extremely high doping density in the emitter,'?
which causes the emitter injection efficiency ¥ to increase with temperature.

The variation of Br with collector current, which is apparent in Fig. 1.15, can be
divided into three regions. Region I is the low-current region, where Br decreases as I¢
decreases. Region I1 is the midcurrent region, where Br is approximately constant. Region
III is the high-current region, where Br decreases as Ic Increases. The reasons for this
behavior of Br with I~ can be better appreciated by plotting base current I and collector
current /¢ on a log scale as a function of Vpg. This is shown in Fig. 1.16, and because
of the log scale on the vertical axis, the value of In BF can be obtained directly as the
distance between the two curves.

At moderate current levels represented by region II in Figs. 1.15 and 1.16, both I¢
and I follow the ideal behavior, and

Ic = ISepr‘i‘E g (1.82)
Vr
In = p-exp 2 (1.83)

where Bry is the maximum value of Br and is given by (1.48).

At low current levels, I still follows the ideal relationship of (1.82), and the decrease
in By is due to an additional component in /g, which is mainly due to recombination of
carriers in the base-emitter depletion region and is present at any current level. However,
at higher current levels the base current given by (1.83) dominates, and this additional
componesnt has little effect. The base current resulting from recombination in the depletion
region is

\Z:
Igx = Isx eXp ——— 1.84
Bx = Isx eXp oo | ( ’ )
where
m=72
Br
Region I | Region II ] Region IIT
400

T=125°C

300

Figure 1.15 Typical curves of B¢
versus I for an npn integrated-

l l l ' L o} circuit transistor with 6 pm’
0.1pA  1pA  10pA 100pA 1mA 10mMA emitter area.
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At very low collector currents, where (1.84) dominates the base current, the current gain
can be calculated from (1.82) and (1.84) as

e I Vee 1
ﬁFL IBX = ISX CXPW 1 'n'1 (185)
Substitution of (1.82) in (1.85) gives
I (I [1-(1/m)] )
BrL = Tox <E) (L1.86)

If m = 2, then (1.86) indicates that Br is proportional to ./7¢ at very low collector currents.

At high current levels, the base current /5 tends to follow the relationship of (1.83),
a1:1d the decrease in Br in region III is due mainly to a decrease in I below the value
given by (1.82). (In practice the measured curve of I versus Vgg in Fig. 1.16 may also
deviate from a straight line at high currents due to the influence of voltage drop across the
base resistance.) The decrease in I is due partly to the effect of high-level injection, and
at high current levels the collector current approaches’

VsE
Ic =1 —
¢ = Isg eXp 27 (1.87)
The current gain in this region can be calculated from (1.87) and (1.83) as
- Jsu _ Vae
Bru Ts Brm CXP( W, (1.88)

Substitution of (1.87) in (1.88) gives
1
Ic

Thus Br decreases rapidly at high collector currents.

I
Bry = THBFM
s
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In addition to the effect of high-level injection, the value of B at hQigh currents is also
decreased by the onset of the Kirk effect,!® which occurs when the minority-carrier con-
centration in the collector becomes comparable to the donor-atom doping density. The base
region of the transistor then stretches out into the collector and becomes greatly enlarged.

1.4 Small-Signal Models of Bipolar Transistors

Analog circuits often operate with signal levels that are small compared to .the bias currents
and voltages in the circuit. In these circumstances, incremental or small—ngm_zl models can
be derived that allow calculation of circuit gain and terminal impec;ances Wlthout the ne-
cessity of including the bias quantities. A hierarchy of models with increasing complexity
can be derived, and the more complex ones are generally reserved for computer analysis.
Part of the designer’s skill is knowing which elements of the mode_l can be omlttefl when
performing hand calculations on a particular circuit, and this point is taken up again 1a§er.

Consider the bipolar transistor in Fig. 1.17a with bias voltages Vi and V¢ applied
as shown. These produce a quiescent collector current, Ic, and a quiescent base currept, I B,
and the device is in the forward-active region. A small-signal input voltage v; is applied in
series with Vg and produces a small variation in base current i, and a small variati‘on in
collector current i.. Total values of base and collector currents are /, and I, respectively,
. andthus I, = (Ip + ip) and I, = (I¢ + i;). The carrier concentrations in the basg of the
transistor corresponding to the situation in Fig. 1.17a are shown in Fig. 1.17b. With only

-—f=Ic+i

I=Ig + iy—= 1t
T Ve
v
Vae T
(a)
Carrier concentration
. ! Collector
depletion
‘ L AQy region
Vet
np(O) = Ny, €Xp ——VT——\
) L AQ,
Ue+id)
O
_ Vepi A
WOl e
X
Emitter N Base Collector
Emitter deptetion
region ®)

Figure 1.17 Effect of a small-signal input voltage applied to a bipolar transistor. (a) Circuit o
schematic. (b) Corresponding changes in carrier concentrations in the base when the device is in
the forward-active region.
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bias voltages applied, the carrier concentrations are given by the solid lines. Application
of the small-signal voltage v; causes n,(0) at the emitter edge of the base to increase, and
produces the concentrations shown by the dotted lines. These pictures can now be used to
derive the various elements in the small-signal equivalent circuit of the bipolar transistor.

1.4.1 Transconductance
The transconductance is defined as
dlc

&m = d—VBE (1.89)
Since
dlc
Ic = AV,
Alc dves o BE
we can write
Al = gnAVpg
and thus
e = gmVi (1.90)
The value of g,, can be found by substituting (1.35) in (1.89) to give
_d Veg _ Is Vee _ Ic _ qlc
gm = dVBEISexp Ve "V, exp Ve Ve o T (1.91)

The transconductance thus depends linearly on the bias current /¢ and is 38 mA/V for
Iz = 1 mA at 25°C for any bipolar transistor of either polarity (npn or pnp), of any size,
and made of any material (81, Ge, GaAs).

To illustrate the limitations on the use of small-signal analysis, the foregoing relation
will be derived in an alternative way. The total collector current in Fig. 1.174 can be
calculated using (1.35) as

Ve + v, 1% ,
I = Isexp—BE‘T& = Is exprTﬁexp \% (1.92)

But the collector bias current is

1%
Isexp VLTE (1.93)

i

Ic
and use of (1.93) in (1.92) gives

1

it

Vi
I — 1.94
cexp (1.94)
If v; < Vr, the exponential in (1.94) can be expanded in a power series,
2 3
\ 1 Vi 1 Vi
= + e e .

1. Ic[l VT+2(VT) +6<V7> ] (1.95)

Now the incremental collector current is

i = I — I¢ (1.96)
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and substitution of (1.96) in (1.95) gives
. _ Ie 1Ie 5, 11 4
I = ?TV[ + E*V—%Vi -+ gv—%vi + ... (197)

If v; << V7, (1.97) reduces to (1.90), and the small-signal analysis is valid. The cri-

terion for use of small-signal analysis is thus v; = AVgr < 26 mV at 25°C. In practice,

if AV is less than 10 mV, the small-signal analysis is accurate within about 10 percent.

1.4.2 Base-Charging Capacitance

Figure 1.17b shows that the change in base-emitter voltage AVgr = v; has caused a
change AQ. = ¢, in the minority-carrier charge in the base. By charge-neutrality require-
mennts, there is an equal change AQ; = ¢, in the majority-carrier charge in the base. Since
majority carriers are supplied by the base lead, the application of voltage v; requires the
supply of charge g, 1o the base, and the device has an apparent input capacitance

C, =4 (1.98)
Vi
The value of C;, can be related to fundamental device parameters as follows. If (1.39) is
divided by (1.33), we obtain

% _ Wy

Ic 2D,

The quantity 7 has the dimension of time and is called the base transit time in the forward
direction. Since it is the ratio of the charge in transit (Q,) to the current flow (Ic), it can
be identified as the average time per carrier spent in crossing the base. To a first order it
is independent of operating conditions and has typical values 10 to 500 ps for integrated
npn transistors and 1 to 40 ns for lateral pnp transistors. Practical values of 7+ tend to be
somewhat lower than predicted by (1.99) for diffused transistors that have nonuniform base
doping.'4 However, the functional dependence on base width Wy and diffusion constant
D, is as predicted by (1.99).

=17F (1.99)

From (1.99)
AQ. = mrAlc ‘ (1.100)
But since AQ, = AQ;, we have '
AQ, = mAlc (1.101)
and this can be written
qn = Tric (1.102)
Use of (1.102) in (1.98) gives
' C, = TF% (1.103)

and substitution of (1.90) in (1.103) gives

Cb = TF8m (1.104)
- 2 '
=75 T (1.105)
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Thus the small-signal, base-charging capacitance is proportional to the collector bias
current,

In the inverse-active mode of operation, an equation similar to (1.99) relates stored
charge and current via a time constant 7x. This is typically orders of magnitude larger than
7 because the device structure and doping are optimized for operation in the forward-
act.ive region. Since the saturation region is a combination of forward-active and inverse-
active operation, inclusion of the parameter 7z in a SPICE listing will model the lar.
charge storage that occurs in saturation. &

1.4.3 Input Resistance

In the forward-active region, the base current is related to the collector current by (1.47) as

" Br
Small changes in I and I, can be related using (1.47):

Ic
I = = e (1.47)

d (I e
Alg = — (€ o
Pl (BF)AIC B (1.106)
and thus ‘
DM i (i)
0 AL, 5 = ‘FC 'B; (1.107)

where By is the small-signal current gain of the transistor. Note that if Br is constant, then
'Bf = Bo. Typical values of By are close to those of Br, and in subsequent chapters little
differentiation is made between these quantities. A single value of 8 is often assumed for
a transistor and then used for both ac and dc calculations.

Equation 1.107 relates the change in base current iy, to the corresponding change in
collector current i, and the device has a small-signal input resistance given by

Vi

Py = i (1.108)
Substitution of (1.107) in (1.108) gives . )
o= ?Bo (1.109)
and use of (1.90) in (1.109) gives
Bo
r, = Bo , 1.110
8m ( )

Thps the small-signal input shunt resistance of a bipolar transistor depends on the current
gain and is inversely proportional to .. :

1.4.4 Output Resistance

In Sectiop 133'2 the effect of changes in collector-emitter voltage Vg on the large-signal
characteristics of the transistor was described. It follows from that treatment that small
changes AV¢z in Vg produce corresponding changes Al¢ in Ic, where

dlc
AL

Alc = AVeg (1.111)
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Substitution of (1.55) and (1.57) in (1.111) gives
AVer _ Va _ (1.112)

== =r
Al¢ Ic °
where V4 is the Early voltage and r, is the small-signal output resistance of the transistor.
Since typical values of V4 are 50 to 100 V, corresponding values of 7, are 50 to 100 k()
for Ic = 1mA. Note that 7, is inversely proportional to I¢, and thus 7, can be related to
as are many of the other small-signal parameters.

&
yy = (L113)
N8m
where
= <L (1.114)
qVa

KV, = 100V, then n = 2.6 X 1074 at 25°C. Note that 1/r, is the slope of the output
characteristics of Fig. 1.10.

1.4.5 Basic Small-Signal Model of the Bipolar Transistor

Combination of the above small-signal circuit elements yields the small-signal quel pf
the bipolar transistor shown in Fig. 1.18. This is valid for both npn and pnp dev1ce's in
the forward-active region and is called the hybrid-m model. Collector, base, and emitter
nodes are labeled C, B and E, respectively. The elements in this circuit ar¢ present in the
equivalent circuit of any bipolar transistor and are specified by relatively few pararpeters
(B, 7¢, m, Ic). Note that in the evaluation of the small-signal parameters for pnp transistors,
the magnitude only of I¢ is used. In the following sections, further elements are added to
this model to account for parasitics and second-order effects.

1.4.6 Collector-Base Resistance

Consider the effect of variations in V¢g on the minority charge in the base as illustrated in
Fig. 1.9. An increase in Vg causes an increase in the collector depletion—layer yvidth apd
consequent reduction of base width. This causes a reduction in the total nnnonFy-cgmer
charge stored in the base and thus a reduction in base current /5 due to a reduction in Iy
given by (1.40). Since an increase AVcg in Vg causes adecrease AlginIg,this effect can
be modeled by inclusion of a resistor 7, from collector to base of the model of Fig. 1.18.
If Vi is assumed held constant, the value of this resistor can be determined as follows.

_ AVep _ AVcr Blc (1.115)
T T Al Alc Alp
c

OREES

Figure 1.18 Basic bipolar transistor
small-signal equivalent circuit.
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Substitution of (1.112) in (1.115) gives

r =7, '—_AIC
kAl

If the base current I is composed entirely of component Ip;, then (1.107) can be used
in (1.116) to give

(1.116)

ru = Boro ’ (1.117)

This is a lower limit for r,,. In practice, I; is typically less than 10 percent of Iz [compo-
nent /g, from (1.42) dominates] in integrated npn transistors, and since Ip; is very small,
the change Alp; in Ip; for a given AV g and Al is also very small. Thus a typical value
for r,, is greater than 108gr,. For lateral pnp transistors, recombination in the base is more
significant, and r,, is in the range 28or, to 58¢r,.

1.4.7 Parasitic Elements in the Smaill-Signal Model

The elements of the bipolar transistor small-signal equivalent circuit considered so far may
be considered basic in the sense that they arise directly from essential processes in the de-
vice. However, technological limitations in the fabrication of transistors give rise to a
number of parasitic elements that must be added to the equivalent circuit for most
integrated-circuit transistors. A cross section of a typical npn transistor in a junction-
isolated process is shown in Fig. 1.19. The means of fabricating such devices is described
in Chapter 2.

As described in Section 1.2, all pn junctions have a voltage-dependent capacitance as-
sociated with the depletion region. In the cross section of Fig. 1.19, three depletion-region
capacitances can be identified. The base-emitter junction has a depletion-region capaci-
tance C;, and the base-collector and collector-substrate junctions have capacitances C,,
and Cy, respectively. The base-emitter junction closely approximates an abrupt junction
due to the steep rise of the doping density caused by the heavy doping in the emitter.
Thus the variation of C;, with bias voltage is well approximated by (1.21). The collector-
base junction behaves like a graded junction for small bias voltages since the doping den-
sity is a function of distance near the junction. However, for larger reverse-bias values
(more than about a volt), the junction depletion region spreads into the collector, which is

Collector I T Base Emitter

® et
5

< G
%’ 1 Injected electron
motion

pE
. T Ne

VrCVZV ° Buried layer @
af

T CE.T
@ Substrate

Figure 1.19 Integrated-circuit npn bipolar transistor structure showing parasitic elements. (Not
to scale.)
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uniformly doped, and thus for devices with thick collectors the junction tends to behave
like an abrupt junction with uniform doping. Many modern high-speed processes, how-
ever, have very thin collector regions (of the order of one micron), and the collector deple-
tion region can extend all the way to the buried layer for quite small reverse-bias voltages.
When this occurs, both the depletion region and the associated capacitance vary quite
slowly with bias voltage. The collector-base capacitance C,, thus tends to follow (1.22)
for very small bias voltages and (1.21) for large bias voltages in thick-collector devices. In
practice, measurements show that the variation of C,, with bias voltage for most devices
can be approximated by

Cuo

G
(1 %)

where V is the forward bias on the junction and n is an exponent between about 0.2 and
0.5. The third parasitic capacitance in a monolithic npn transistor is the collector-substrate
capacitance C, and for large reverse bias voltages this varies according to the abrupt
junction equation (1.21) for Junction-isolated devices. In the case of oxide-isolated devices,
however, the deep p diffusions used to isolate the devices are replaced by oxide. The
sidewall component of C,., then consists of a fixed oxide capacitance. Equation 1.117a may
then be used to model C., but a value of n less than 0.5 gives the best approximation. In
general, (1.117a) will be used to model all three parasitic capacitances with subscripts ¢, ¢,
and s on » and i used to differentiate emitter-base, collector-base, and collector-substrate
capacitances, respectively. Typical zero-bias values of these parasitic capacitances for a
minimum-size »pn transistor in a modern oxide-isolated process are Cj. = 10 F, Cuo =
101F, and C_5 = 20 [F. Values for other devices are summarized in Chapter 2.

As described in Chapter 2, lateral pnp transistors have a parasitic capacitance Cp,
from base to substrate in place of C,,. Note that the substrate is always connected to the
most negative voltage supply in the circuit in order to ensure that all isolation regions are
separated by reverse-biased junctions. Thus the substrate is an ac ground, and a]l parasitic
capacitance to the substrate is connected to ground in an equivalent circuit,

The final clements to be added to the small-signal model of the transistor are resis-

C. = (1.117a)

tive parasitics. These are produced by the finite resistance of the silicon between the top -

contacts on the transistor and the active base region beneath the emitter. As shown in Fig.
L.19, there are significant resistances ry and r, in series with the base and collector con-
tacts, respectively. There is also a resistance r,, of several ohms in series with the emitter

lead that.can become important at high bias currents. (Note that the collector resistance

re is actually composed of three parts labeled r.;, rq, and re3.) Typical values of these
parameters are r, = 50 t0 500 Q, r,, = 1 to0 3 Q, and r. = 20 t0 500 Q. The value of
7 varies significantly with collector current because of current crowding.'> This occurs
at high collector currents where the de base current produces a lateral voltage drop in the
base that tends to forward bias the base-emitter junction preferentially around the edges of
the emitter. Thus the transistor action tends to occur along the emitter periphery rather than
under the emitter itself, and the distance from the base contact to the active base region is
reduced. Consequently, the value of 7y is reduced, and in a typical npn transistor, r,, may
decrease 50 percent as Ic increases from 0.1 mA to 10 mA.

The value of these parasitic resistances can be reduced by changes in the device struc-
ture. For example, a large-area transistor with multiple base and emitter stripes will have
a smaller value of r,. The value of rc is reduced by inclusion of the low-resistance buried

~ n" layer beneath the collector.
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Figure 1.20 Complete bipolar transistor small-signal equivalent circuit,

The addition of the resistive and capacitive parasitics to the basic small-signal circuit
of Fig. 1.18 gives the complete small-signal equivalent circuit of Fig. 1.20. The internaj
base node is labeled B’ 1o distinguish it from the external base contact B. The capaci-
tance C, contains the base-charging capacitance Cj, and the emitter-base depletion layer .
capacitance Cj,,

(0 =Gy + Cpe (1.118)

Note that the representation of parasitics in Fig. 1.20 is an approximation in that
lumped elements have been used. In practice, as suggested by Fig. 1.19, Cy is distributed
across rp and Cy; is distributed across re. This lumped representation 1s adequate for most
purposes but can introduce errors at very high frequencies. It should also be noted that
while the parasitic resistances of Fig. 1.20 can be very important at high bias currents
or for high-frequency operation, they are usually omitted from the equivalent circuit for
low-frequency calculations, particularly for collector bias currents less than 1 mA.

EXAMPLE

Derive the complete small-signal equivalent circuit for a bipolar transistor at Ic = 1mA,
Ves =3V, and Ves = 5 V. Device parameters are Cj,9 = 10 fF, n, = 0.5, ¢, = 0.9
V. Cuo = 10(F n, = 0.3, o, =05V, Ceso = 20 fF, n, = 0.3, Yos = 065V, 8By =
100, Tr =10ps, V4 =20V, r, = 300 Qr.=50r, = 5Q,r, =10 Bor,.

‘ Since the base-emitter Jjunction is forward biased, the value of C je 1s difficult to deter-
mine for reasons described in Section 1.2.1. Either a value can be determined by computer
Or a reasonable estimation is to double Cje0. Using the latter approach, we estimate

Cie = 20 fF
Using (1.117a) gives, for the collector-base capacitance,
Cuo 10

" (1 + Vcﬁ)m - 3 T OOF
‘POU (l M 65)
The collector-substrate Capacitance can also be calculated using (1.117a)

Cm‘D 20

Cm=\=\=1o.5ﬂ:

Ves )ns 5 03
1+268 3
< Yos (l " 0.65)
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From (1.91) the transconductance is

. ch _ 10_3

& = T asx oY TR mAN

From (1.104) the base-charging capacitance is
Cp = Trgm = 10X 10712 x 38 x 1073 F = 0.38 pF

The value of C,, from (1.118) is
Cr = 0.38+0.02 pF = 0.4 pF

The input resistance from (1.110) is

= 2%~ 100% 260 = 26k0

m

The output resistance from (1.112) is

20

:FQ=2Okﬂ

Yo

and thus the collector-base resistance is
ru = 10Bor, = 10 X100 X 20kO = 20 MQ

The equivalent circuit with these parameter values is shown in Fig. 1.21.

1.4.8 Specification of Transistor Frequency Response

The high-frequency gain of the transistor is controlled by the capacitive elements in the
equivalent circuit of Fig. 1.20. The frequency capability of the transistor is most often spec-
ified in practice by determining the frequency where the magnitude of the short-circuit,
common-emitter current gain falls to unity. This is called the transition frequency, fr, and
is a measure of the maximum useful frequency of the transistor when it is used as an ampli-
fier. The value of fr can be measured as well as calculated, using the ac circuit of Fig. 1.22.
A small-signal current i; is applied to the base, and the output current i, is measured
with the collector short-circuited for ac signals. A small-signal equivalent circuit can be
formed for this situation by using the equivalent circuit of Fig. 1.20 as shown in Fig. 1.23,
where r,, and r,, have been neglected. If r, is assumed small, then r, and C,,; have no

20 MQ
A

30Q ,, - 5.6 1F 50 Q
i A

Bo—AW, 4 l W—C
+
2.6 kQ %w :f 0.4pF 38x10%v, %p kzg % I 1051F

%59
o— ' : ©

E

Figure 1.21 Complete small-signal equivalent circuit for a bipolar transistor at Ic = 1 mA,

Vep = 3V, and Vs = 5 V. Device parameters are Cjo = 101F, n, = 0.5, 0. = 0.9V, Cpo =
10fF, n. = 0.3, 4o, = 0.5V, Co0 = 20fF 1, = 0.3, 4hg; = 0.65V, Bo = 100, 7= = 10ps,
Va=20V,n, =300Q,r. =50Q,r,, =5Q,r, = 10Ber.
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_L Figure 1.22 Schematic of ac circuit for measurement
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Figure 1.23 Small-signal equivalent circuit for the calculation of fr.

. influence, and we have

vy = & ,
LT T (G F G (L119)
If the current fed forward through Cy is neglected,
o = gmv1 : (1.120)
Substitution of (1.119) in (1.120) gives '
iy = jj—— 8w
1+ 72(Cq + Cu)s
and thus
iy , . B
= (jw) = 0 (1.121)
i 1+Bocﬂ+cujw
8m

using (1.110).

o nNow if i,/i;(jw) is written as B(jw) (the high-frequency, small-signal current gain)
. s

Lo B
Bljw) = —*—C':()TCT— (1.122)

1+B0*——Ju)

m

zc:tn higl_ltfrequcucies the imaginary part of the denominator of (1.122) is dominant, and we
write

L &m
Bjw) = T G, 16 ) (1.123)

From (1.123), |B(jw)| = 1 when

8m

W= @y =
Cr+Cy

(1.124)
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(B (Gl
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10 Figure 1.24 Magnitude
of small-signal ac cur-
’ rent gain |8 (jw)| versus
P EP PN w log scale  frequency for a typical
bipolar transistor.
and thus
1
Em (1.125)

fr =56+,

The transistor behavior can be illustrated by plotting |8 (jw)| using (1.122) as shown in
Fig. 1.24. The frequency wg is defined as the frequency where |B(jw)]|is equal to Bo/ J2
(3 dB down from the low-frequency value). From (1.122) we have

1 §m wr
= __°m =L (1.126)
BoCr+Cu  Bo

From Fig. 1.24 it can be seen that w7 can be determined by measuring |8(jw)| at some
frequency w, where |B(jw)| is falling at 6 dB/octave and using

wr = wB(jwy)| (1.127)

This is the method used in practice, since deviations from ideal behavior tend to occur as
|B(jw)| approaches unity. Thus |B8( jw)| is typically measured at some frequency where
its magnitude is about 5 or 10, and (1.127) is used to determine wr.

It is interesting to examine the time constant, r, associated with w7, This is de-

wg

fined as
1
T = — (1.128)
wr
and use of (1.124) in (1.128) gives
o Cr S (1.129)
Em &m
Substitution of (1.118) and (1.104) in (1.129) gives
W=Eﬁ+@+&=¢p+%+& (1.130)
Em  &m &m &m 8m

Equation 1.130 indicates that 7r is dependent on /¢ (through gm) and approaches a constant
value of 7 at high collector bias currents. At low values of /¢, the terms involving Cj,
and C,, dominate, and they cause 7r to rise and fr to fall as I is decreased. This behavior
is illustrated in Fig. 1.25, which is a typical plot of fr versus I¢ for an integrated-circuit
npn transistor. The decline in fr at high collector currents is not predicted by this simple
theory and is due to an increase in 77 caused by high-level injection and Kirk effect at high

|
|
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Figure 1.25 Typical curve of f; ver-
' ] sus Ic for an npn integrated-circuit

] ; .
10 pA 100 pA 1TmA oA lc  transistor with 6 um? emitter area in
a high-speed process.
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EXAMPLE

;& bi_poézrstransistor has a short-circuit, common-emitter current gain at 1 GHz of 8 with
¢ = 025 mA and 9 with /¢ = 1 mA. Assuming that high-level injection effects are

negligible, calculate C; ;
i fogﬂ? ' ate Cj, and 77, assuming both are constant. The measured value of Cu

From the data, values of f; are

fri=8x1=8GHz at Ic = 0.25mA

fra=9X1=9GHz at I. = 1mA
Corresponding values of 7y are
T = —L = 19.9
Ty .9 ps J
Ty = —l— =17.7
27 fra s
Using these data in (1.130), we have
199X 1071 = 75 + 104(C, + Cj) (1.131)
atIc = 0.25mA. AtI; = 1 mA we have
177X 107" = 77 4+ 26(C,. + C,.) (1.132)

Subtraction of (1.132) from (1.131) yields
Cu+Cj, = 2821F
Since C,, was measured as 10 fF, the value of C je is given by

Cje = 18.2{F

i)

-
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Substitution in (1.131) gives
1 = 17ps
This is an example of how basic device parameters can be determinc'd from high.-frequenfC};
current-gain measurements. Note that the assumption that Cj, is constgnt is a u;::oum
approximation in practice because Vg changes by only 36 mV as I¢ increases :
. 0.25 mA to 1 mA.

1.5 Large-Signal Behavior of Metal-Oxide-Semiconductor
Field-Effect Transistors

Metal-oxide-semiconductor field-effect transistors (MOSFETS) ha\{e become domman(;.m
the area of digital integrated circuits because thgy allow high density e}nd IOV; p(l)wer is-
sipation. In contrast, bipolar transistors still provide many advantgge§ in stand-a orée; ari:;
log integrated circuits. For example, the transconductgnce per unit bias current in 1p;>1
transistors is usually much higher than in MQS transistors. So in systems where an log
techniques are used on some integrated circults. and dlgltal. techmques on other}i, bllpo.ar
technologies are often preferred for the analog integrated c1.rf:u1ts and .MOS tec 1no olglesf
for the digital. To reduce system cost and increas§ portablmy, both mc‘reascd elve s 0
integration and reduced power dissipation are required, forcmg the associated analog cir-
cuits to use MOS-compatible technologies. One way to ach1ev§ these goal_s is to us;ci a
processing technology that provides both bipolar and MOS transistors, allow1pg grg'at le-
sign flexibility. However, all-MOS processes are les§ expensive than comb}neq ipolar
and MOS processes. Therefore, economic considerations drive integrated-circuit manu-
facturers to use all-MOS processes in many practical cases. As.a rc?sult, ‘the .st}ldy of the
characteristics of MOS transistors that affect analog integrated-circuit design is impottant.

1.5.1 Transfer Characteristics of MOS Devices

A cross section of a typical enhancement-mode n-channel MQS (NMOS) tr‘ansisto.r is
shown in Fig. 1.26. Heavily doped n-type source and drain regions are fabricated in a
p-type substrate (often called the body). A thin layer of silicon dioxide is grown over the

Metal or poly silicon
gate contract

Source,
Si0. S Si0, D Si0,
2\‘ /
vz T P >n+ 29
W \Channel u

region

Gate, Drain,

p-type substrate (body)

1

B

Figure 1.26 Typical enhancement-mode NMOS structure.
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substrate material and a conductive gate material (metal or polycrystalline silicon) covers
the oxide between source and drain. Note that the gate is horizontal in Fig. 1.26, and we
will use this orientation in all descriptions of the physical operation of MOS devices. In
operation, the gate-source voltage modifies the conductance of the region under the gate,
allowing the gate voltage to control the current flowing between source and drain. This
control can be used to provide gain in analog circuits and switching characteristics in
digital circuits.

The enhancement-mode NMOS device of Fig. 1.26 shows significant conduction be-
tween source and drain only when an n-type channel exists under the gate. This obser-
vation is the origin of the n-channel designation. The term enhancement mode refers to
the fact that no conduction occurs for Vg = 0. Thus, the channel must be enhanced to
cause conduction. MOS devices can also be made by using an n-type substrate with a
p-type conducting channel. Such devices are called enhancement-mode p-channel MOS
(PMOS) transistors. In complementary MOS (CMOS) technology, both device types are
present.

The derivation of the transfer characteristics of the enhancement-mode NMOS device
of Fig. 1.26 begins by noting that with V55 = 0, the source and drain regions are separated
by back-to-back pn junctions. These junctions are formed between the n-type source and
drain regions and the p-type substrate, resulting in an extremely high resistance (about
102 3) between drain and source when the device is off,

Now consider the substrate, source, and drain grounded with a positive voltage Vg
applied to the gate as shown in Fig. 1.27. The gate and substrate then form the plates of
a capacitor with the SiO, as a dielectric. Positive charge accumulates on the gate and
negative charge in the substrate. Initially, the negative charge in the p-type substrate
is manifested by the creation of a depletion region and the exclusion of holes under
the gate as described in Section 1.2 for a pn-junction. The depletion region is shown in
Fig. 1.27. The results of Section 1.2 can now be applied. Using (1.10), the depletion-layer

width X under the oxide is
26\
X = (id—’) (1.133)

gNy4

where ¢ is the potential in the depletion layer at the oxide-silicon interface, N 4 1 the
doping density (assumed constant) of the p-type substrate in atoms/cm?, and € is the per-
mittivity of the silicon. The charge per area in this depletion region is

0 = gNaX = J2gNsed (1.134)

Induced
n-type channel SiO,

Channel length

Depietion
region * L
p-type substrate Figure 1.27 Idealized NMOS device
cross section with positive Vs
applied, showing depletion regions
and the induced channel.
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al value equal to twice the

When the surface potential in the silicon reaches a critic
16 The Fermi level ¢y is

Fermi level ¢y, a phenomenon known as inversion oCCurs.
defined as

¢ = Eln[&} (1.135)
q n;

where k is Boltzmann’s constant. Also, n; is the intrinsic carrier concentration, which is

ni = NNy cxp(—%) (1.136)

where E, is the band gap of silicon at T = 0°K, N, is the density of allowed states near

the edge of the conduction band, and N, is the density of allowed states near the edge
of the valence band, respectively. The Fermi level ¢ is usually about 0.3 V. After the
potential in the silicon reaches 2¢ ¢, further increases in gate voltage produce no further
changes in the depletion-layer width but instead induce a thin layer of electrons in the
depletion layer at the surface of the silicon directly under the oxide. Inversion produces
a continuous n-type region with the source and drain regions and forms the conducting
channel between source and drain. The conductivity of this channel can be modulated by
increases or decreases in the gate-source voltage. In the presence of an inversion layer,
and witheut substrate bias, the depletion region contains a fixed charge density

Ono = /2qNa€2¢y (1.137)

If a substratc bias voltage Vg (positive for n-channel devices) is applied between the
source and substrate, the potential required to produce inversion becomes (25 + Vsa),
and the charge density stored in the depletion region in general is

0y = J2qNseQdys + Vss) (1.138)

required to produce an inversion layer is called the
alculated. This voltage consists of several com-
ponents. First, a voltage 2¢f +(Qp/Cox)lis required to sustain the depletion-layer charge
Os, where C,y is the gate oxide capacitance per unit area. Second, a work-function dif-
ference ¢ exists between the gate metal and the silicon. Third, positive charge density
Qs always exists in the oxide at the silicon interface. This charge is caused by crystal dis-
continuities at the Si — SiO; interface and must be compensated by a gate-source voltage
contribution of —Qys/C,y. Thus we have a threshold voltage

The gate-source voltage Vs
threshold voltage V; and can now be ¢

Qr _ Os
= s + - 1
Vi ¢m + z‘bf Cox Cox (1 39)

O Os , Op—0On
ms 2 + 5= - = —_
R S L

Vio +v( 285 + Vsn — 297 (1.140)

ith Vsg =

where (1.137) and (1.138) have been used, and Vg is the threshold voltage !
The parameter v is defined as

/2geNy : (1.141)

=1
YT Co
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and

Cox = E*oi
where €,, and ¢ hi .
ox x are the permittivity an i i

valuIe of yis 0.5 V2 and C,, = 3.}:15 ?Ftllfrrtgl(f:g: te:j (;ftilg(()) zlndges’t:)igsmvely. Atypical
- ug g;:c:iﬁtc:,ﬂt]l;ecrlzlrl:e (l)f Vip is usually adjusl.ed in processing by implanting additional
e 0y ndelreglon. Exira p-type impurities are implanted in the channoila
impu,ri petween . A an .S‘V for n-channel enhancement devices. By implantin o
mpuriies fn t ;'C a;me! region, a cc?nducting channel can be formed even for Vg n_iy %C
formi Cghar pde fon device with .typlcal values of Vg in the range —1 V to —4 (\;/s £ 0,
' ge en§1ty due to the implant, then the threshold volt i 2 Q'i
Sh‘f‘%‘; by approximately Q;/C,,. #8e given by (1.139) s

. e preceding equations can now be used to calculate the larse-si i
s(c):lst :;;n ‘;z—che‘\/nneli\A(?‘S/FET. In thi; analysis, the source is assumi;ci ;%iﬂdzga;;fit?:_
voltages d(;s, Dj, nd Vsp are appyed as shown in Fig, 1.28. If Vg > V., inversi X
curs nd a con uctlng'chgnnel exists. The channel conductivity is determ;’ d gl‘Slon
;/eem ;:a ti:)lecftinc ﬁepld, whlch is controlled by the value of (Vgg — V). If Vg =“0e th o
ront ] gro ;l owsdxrom dram.to source is zero because the horizontal electric ﬁelt,i isez?rl;_
Non CuHeL;ISt g;o euc(:les a ll;orlzontal el.ectrlc field and causes current Ip to flow. The value;
term ﬁeld-eﬁectlt)r;lssisigr. %tgsizigir;f;lg: l‘ﬁmd ct:l;fl Veriilfal verse s oy amng the
the.substrate to be larger than from the sourc: L:o suliztsrat: retieilie e fm'm oo
region exists at the drain. For simplicity, however, we ass e tha e volioge e

iegion exists at e ’ , assume that the voltage drop alon
el it zg rii s:nlall)lligo that the depletion-layer width is constant along the clrl)anneljg

(1.142)

b= (1.143)

X:ﬁ; zf gl ;hﬂ;ii; igfciﬁme}rlltal clllannel charge at a distance y from the source in an incre-
e chann i i i i

dy The atomse o is el, and dt is the time required for this charge to cross length

Q@ = Q/Wdy (1.144)

;ﬁirci (Kllzcttlrlgnv(/:i}?at? of the d;vice petpendicular to the plane of Fig. 1.28 and Oy is the
ge per unit area of the channel. At a distance
_ . . y along the channel, th
voltage with respect to the source is V(y) and the gate-to-channel voltage at that point i:

Channel -1,

~—

Depletion
region

p-type substrate

L,
:_[;__ ; Figure 1.28 NMOS device with bias
: voltages applied.




42 Chapteri » Models for Infegrated-Circult Active Devices

Veas — V(). We assume this voltage exceeds the threshold voltage V;. Thus the induced
elgitron charge per unit area in the channel is

0:(y) = Cox[Vgs = V(y) — Vil (1.145)

Also,

dy (1.146)
va(y)

where vy is the electron drift velocity at a distance y from the source. Combining (1.144)
and (1.146) gives

Ip = WQi(yvay) (1.147)

The drift velocity is determined by the horizontal electric field. When the horizontal elec-
tric field B(y) is small, the drift velocity is proportional to the field and

va(y) = a0y (1.148)

tant of proportionality u, is the average electron mob_i]ity in the ch_amnel. In

;:k;iifcgjiﬁgﬁoﬂlity%eﬁends on bZth the temperature and the dopmg level bgt is alnﬁ)s;
constant for a wide range of normally used doping levels. Also, pp 18 somegltrlr;es cla e

" the surface mobility for electrons because the channel forms at tgxe surface 0 N e si 1cor;

Typical values range from about 500 cm?/(V-s) to a}?qut 700 cm?/(V-s), wzhlc ar; mu‘ce

less than the mobility of electrons in the bulk of the silicon (about 14.00 cm?/V-s) ! ecal.§7
surface defects not present in the bulk impede the flow of electrons in MOS transistors.

The electric field €(y) is

av
) = o (1.149)

where dV is the incremental voltage drop along the length. of channel d yata distance y
from the source. Substituting (1.145), (1.148), and (1.149) into (1.147) gives
dv
Ip = WCo[Vgs —V — V,]/.Ln—a—; (1.150)

Separating variables and integrating gives

L \7
f Ipdy = f > WpnCor(Vgs =V — V1) dV (1.151) °
0 Q

Carrying out this integration gives

1o = £ ¥ 12V = VoVos = V) (1152)

k' = pnCox = ﬁ"fﬁ (1.153)
When Vps << 2(Vgs — Vi), (1.152) predicts that Ip is approximately.proportiona.ﬂ to Vps.
This result is reasonable because the average horizontal electric field in this case is Vps/L,
and the average drift velocity of electrons is proportional to the average ﬁelfi When the
field is small. Equation 1.152 is important and describes the !-V characten?t1cs of a_n
MOS transistor, assuming a continuous induced channel. A typical value of k' for 75x =
100 angstroms is about 200 w.A/V? for an n-channel device.
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As the value of Vs is increased, the induced conducting channel narrows at the drain
end and (1.145) indicates that Q; at the drain end approaches zero as Vg approaches
(Vgs — V1). That is, the channel is no longer connected to the drain when Vps > Vs —V,.
This phenomenon is called pinch-off and can be understood by writing a KVL equation
around the transistor:

Vps = Vpe + Ves (1.154)
Therefore, when Vps > Vgg — V,,

Vo + Vgs > Vgs — Vi (1.155)
Rearranging (1.155) gives
Vep < V, (1.156)

Equation 1.156 shows that when drain-source voltage is greater than (Vgs — V,), the
gate-drain voltage is less than a threshold, which means that the channel no longer exists at
the drain. This result is reasonable because we know that the gate-to-channel voltage at the
point where the channel disappears is equal to V, by the definition of the threshold voltage.
Therefore, at the point where the channel pinches off, the channel voltage is (Vg — V).
As a result, the average horizontal electric field across the channel in pinch-off does not
depend on the the drain-source voltage but instead on the voltage across the channel, which
is (Vgs — V,). Therefore, (1.152) is no longer valid if Vps > Vs — V,. The value of I
in this region is obtained by substituting Vps = Vs — V, in (1.152), giving

!
Ip = %%(VGS - V)? (1.157)

Equation 1.157 predicts that the drain current is independent of Vs in the pinch-off
region. In practice, however, the drain current in the pinch-off region varies slightly as the
drain voltage is varied. This effect is due to the presence of a depletion region between the
physical pinch-off point in the channel at the drain end and the drain region itself. If this
depletion-layer width is X, then the effective channel length is given by

Letw = L= Xy (1.158)

If Lt is used in place of L in (1.157), we obtain a more accurate formula for current in
the pinch-off region
k' w
Ip = =—(Vgs — V,)? .
D=3 Leﬁ( GS t) (1.159)
Because X;; (and thus L) are functions of the drain-source voltage in the pinch-off region,
Ip varies with Vpg. This effect is called channel-length modulation. Using (1.158) and

(1.159), we obtain
9lp kW 2 dLeg
Voe - 2z Wes =V g 1.160
Vs 2 Lgff( s — Vi) Vs ( )

LA (L.161)

dVps  Lewr dVps
This equation is analogous to (1.55) for bipolar transistors. Following a similar procedure,
the Early voltage can be defined as

Ip

V4= —0
A AIplaVps

(1.162)
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and thus

-1
Xy 1.163)
Va = Leff(zv;;) (

L L
For MOS transistors, a commonly used parameter for the characterization of channe
or ,
length modulation is the reciprocal of the Early voltage,

-2 (1.164)
A= i
in the bipolar case, the large-signal properties of the transi;tor can bc app{;)}):lmz;t,zdct;i
As\ in t, € Ll‘rlx)at A and ’VA are constants, independent of the bias conchpqns.b us e
?Sbyrglentghe effect of channel-length modulation in the [-V characteristics by modify
inclu ,

(1.157) to

' Y il : 1.165
W - v+ Vo) - 4 (s = VPl - V) (1169

Ib=35T Va

. . . (
In practical MOS transistors, variation of X4 w1th. voltage 18 gompl;cateldAbZ ;hrz stﬁ
hat tﬁepﬁeld distribution in the drain depletion regi'on is not ong-dlmei‘nsmixa in effecﬁvé
tthz calculation of A from the device structure is quite dlfﬁcu%tlz1 and e\;:roi ‘1 Sginversely
is us arame
xperimental data is usually necessary. e par : 1
Valuiit?ofngl ftr:g‘leeef%ective channel length and a decreasnl% funCt10151 %f.tll'xe doping leve
?ﬁge channel. Typical values of A are in the rangteeroz;(:ei q\I/mw;oii)‘.(l):(i)g X 29. o an NMOS
i el s 1
1ots of Ip versus Vps with Vgs as a param : Y e
trangs(zosr.OThle) device operates in the pmch-oflfl rggtgm w:xuernat\i/grsl re>gi O(XGISH o lﬁaﬁon,
inch- ion for MOS devices is often called the sa .
e f fftfk%;(r)gctgrristics are almost flat, which shows that Fhe current dependos mtgztzhc:;
?ﬁe ;;&Ie)usource voltage and only to a small extent on the dram};source vgltzgcr.eg?on oher
: ! i in the Ohmic ot trioae ,
¢ < (Ve — V), the device operates int ‘
hk?n%e\\t,il;inczg Sbe mgdglsed asr a nonlinear voltage-controlled resmtc:r connetcgzdvbzetv:ee;:rrs1
he i i istor is nonlinear because DS
in and source. The resistance of this resis . . . s ferm
t.he( ;irla ;3)a?auses {he resistance to depend on Vps. Since t.hlS term 1s er:tallcl tv;/itcl)zr; v :gsi s
1srrlnall however, the nonlinearity is also small when Vps LS small, 3:1 e o o
: im i i boundary between the
i times called the linear region. The : e
a aliz Sizl:se ;:lurs when Vps = (Vgs — V,). On this boundary, both (1.1521(:)1(111:1 ;nd Sat?
nonecﬁ predict Ip. Since Vps = (Vgs — V,) along the houndz;ry bc;tyveenabonc and s
xcl(;;iiony(l.lﬂ) shows that the boundary islp = (k'12)YWIL)WV ps- This par:
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Figure 1.29 NMOS device
Vbs characteristics.
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of Vps is shown in Fig. 1.29. For depletion n-channel MOS devices, V, is negative, and
Ip is nonzero even for Vgs = 0. For PMOS devices, all polarities of voltages and currents
are reversed.

The results derived above can be used to form a large-signal model of the NMOS
transistor in saturation. The model topology is shown in Fig. 1.30, where Ip is given by
(1.152) in the triode region and (1.157) in saturation, ignoring the effect of channel-length
modulation. To include the effect of channel-length modulation, (1.159) or (1.165) should
be used instead of (1.157) to find the drain current in saturation.

1.5.2 Comparison of Operating Regions of Bipolar and MOS Transistors

Notice that the meaning of the word saturation for MOS transistors is quite different than
for bipolar transistors. Saturation in bipolar transistors refers to the region of operation
where both junctions are forward biased and the collector-emitter voltage is approximately
constant or saturated. On the other hand, saturation in MOS transistors refers to the region
of operation where the channel is attached only to the source but not to the drain and the
current is approximately constant or saturated. To avoid confusion, the term active region
will be used in this book to describe the flat region of the MOS transistor characteristics, as
shown in Fig. 1.29. This wording is selected to form a link between the operation of MOS
and bipolar transistors. This link is summarized in the table of Fig. 1.31, which reviews
the operating regions of npn bipolar and n-channel MOS transistors.

When the emitter junction is forward biased and the collector junction is reverse bi-
ased, bipolar transistors operate in the forward-active region. They operate in the reverse-
active region when the collector junction is forward biased and the emitter junction is
reverse biased. This distinction is important because integrated-circuit bipolar transistors
are typically not symmetrical in practice; that is, the collector operates more efficiently
as a collector of minority carriers than as an emitter. Similarly, the emitter operates more
efficiently as an emitter of minority carriers than as a collector. One reason for this asym-
meltry is that the collector region surrounds the emitter region in integrated-circuit bipolar
transistors, as shown in Fig. 1.19. A consequence of this asymmetry is that the current

gain in the forward-active region Br is usually much greater than the current gain in the
reverse-active region Sg.

G o————0 D

w @

o— ° Figure 1.30 Large-signal mode] for the NMOS
s transistor.
npn Bipolar Transistor n-channel MOS Transistor
Region Vie VBC Region VGS VGL)
Cutoff < Vg < Vacion Cutoff <V <V,
Forward Active = Vggon < Vaceon Saturation(Active) =V, <V,
Reverse Active < VgEtwon = Vaciom Saturation(Active) <V, =V,
Saturation = Vagom = Vacon Triode =V, =V,
Figure 1.31

Operating regions of npn bipolar and n-channel MOS transistors.
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source and drain of MOS transistors are con}pletely intercl‘lar;gr;::tlé
d on the preceding description. (In practice, tbe symmetry 1s gogd bl;t ir(l)c; 511) ;i ope;_
t’ﬁfe fore, distinguishing between the forward-active and reverse-active 1eg
crefore,

on (')f e M?ls tlrs? :E;C;Slihr;ztnn;;fﬁ;;;’l}; transistors operate in cutoff when both junc-
i Fewe acli biased. Similarly, MOS transistors operate in cutoff when the gate 18
brase e r:l:1vet:r'1sr16version 0;:curs at neither the source nor the drgin. Furthermore, 7 pn.tr:(l)r;;
]:;:tS;csl Z([))er:te in saturation when both junctions are dforwa;lrdt l:;;asit:l,azrx‘xrlgll\;ls()i rt‘rs::::d ;
in the triode Tegion when the gate is biased so tha e I g
] erefore, this companson leads us to View :

ired to invert t?l;l;ir%;iglé;r :n MOS’ transistor as an.alogous to the voltage reqllililescé
e ard bi a pn junction in a bipolar transistor. To display this analogy, we Wi
gfcgcﬁ :}l/?xslboll; irjl Fig. 1.32a to represent MOS transistors. These symbols are inten-
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1 i irection op-
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posite that of the electrons in the channel. In PMOS tr
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Figure 1.32 (a) NMOS and PMOS symbols used in CMOS cucuxtg (b&hcr)l;dgi ?Cx::dsgl:n/la lS.sy
b(?ls used when the substrate connection is nonstandard. (¢) Depletion
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regions called wells, which may or may not be connected together and which may or may
not be connected to a power-supply voltage. If these isolation regions are connected to
the appropriate power supply, the symbols of Fig. 1.32a will be used, and the substrate
connection will not be shown. On the other hand, if the individual isolation regions are
connected elsewhere, the devices will be represented by the symbols of Fig. 1.32b, where
the substrate is labeled B. Finally, symbols for depletion-mode devices, for which a channel
forms for Vg = 0, are shown in Fig. 1.32¢.

1.5.3 Decomposition of Gate-Source Voltage

The gate-source voltage of a given MOS transistor is usually separated into two parts: the
threshold, V;, and the voltage over the threshold, Vs — V,. We will refer to this latter part
of the gate-source voltage as the overdrive. This decomposition is used because these two
components of the gate-source voltage have different properties. Assuming square-law
behavior as in (1.157), the overdrive is :

21p

Vor = Vas = Vi = mwiLy

(1.166)

Since the transconductance parameter k' is proportional to mobility, and since mobil-
ity falls with increasing temperature, the overdrive rises with temperature. In contrast,
the next section shows that the threshold falls with increasing temperature. Furthermore,
(1.140) shows that the threshold depends on the source-body voltage, but not on the cur-
rent; (1.166) shows that the overdrive depends directly on the current, but not on the
source-body voltage.

1.5.4 Threshold Temperature Dependence

Assume that the source-body voltage is zero. Substituting (1.138) into (1.139) gives

VNP 0.

Vo= D b2 g G

Cox
Assume that ¢y, O, and C,, are independent of temperature.'? Then differentiating
(1.167) gives

dV, _ J2qNae@) dd;

(1.167)

d(ﬁf @ 2 1 gN €

aT = ac, Ja, dar Trar T ar [T e e (1.168)
Substituting (1.136) into (1.135) gives
Eé’
o (Mien(zE)
b= Tl ! (1.169)
q VNN,

Assume both N, and N, are independent of temperature.”’ Then differentiating (1.169)
gives

n ——_—~+
g JNN,

Eg
£ Naexp (m)

@ - H{_ . } (1.170)

ar q | 2412
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Substituting (1.169) into (1.170) and simplifying gives

dbp _ _ By | br -HE&’ -qsf} (L171)

dT 2qT T 2

Substituting (1.141) and (1.171) into (1.168) gives

ave _ _1[E _ } 2+_V_] (1.172)
ar T{Zq ¢s [ ry

ing temperature if

Equation 1.172 shows that the threshold voltage falls with increas i

¢r < E/(2q). The slope is usually in the range of —0.5 mV/°C to —4 mV/°

[ ] EXAMPLE q
Assume T = 300°K, N, = 10%% cm™3, and 7, = 100 A. Find dV,/dT.
From (1.135),

10%em™3 7
= - 1=287TmV (1.173)
¢r = @58mV)ln (1‘45 X 1010cm 3
Also
By _L12eV _ 56y (1.174)
2q 29
Substituting (1.173) and (1.174) into (1.171) gives
\%
déy 1 mv _ (L175)
2P = - (560 — 287 0.91 5
dT 300 0% ) K
From (1.142),
oo 3.9(8.854 X 1071 Flem) _ 345 fF2 (1.176)
ox - 100 X 10% cm I
Also, ]
v 1 [@)(1.6 x 10-19 C)(11.7)(8.854 X 10~14 Flem)(10'5 cm~?)
26; Cox (2)(0.287 V) 1.177)
_ 24X1078Fem? _ 24X 107°Fpm? _ o
T 345x 105 F/jpm?  3.45 X 10715 F/jum?
Substituting (1.173) - (1.177) into (1.172) gives
\Y
dav mV oMV _ 108V 1.178)
ﬁ = (*0'91Y)(2 +0.07) = — 195 1957 (

1.5.5 MOS Device Voltage Limitations

: : 2223
The main voltage limitations in MOS transistors are described next. . t?m:e zrfl ;gclzz
limitations have a strong dependence on the gate .length L; others haye .ht £ epC ndence
on L. Also, some of the voltage limitations are inherently destructive; others

damage as long as overheating is avoided.
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Junction Breakdown. For long channel lengths, the drain-depletion region has little
effect on the channel, and the Ip-versus-Vpg curves closely follow the ideal curves of
Fig. 1.29. For increasing Vps, however, eventually the drain-substrate Dr-junction
breakdown voltage is exceeded, and the drain current increases abruptly by ava-
lanche breakdown as described in Section 1.2.2. This phenomenon is not inherently
destructive.

Punchthrough. If the depletion region around the drain in an MOS transistor touches the
depletion region around the source before junction breakdown occurs, increasing the drain-
source voltage increases the drain current by reducing the barrier to electron flow between
the source and drain. This phenomenon is called punchthrough. Since it depends on the
two depletion regions touching, it also depends on the gate length. Punchthrough is not in-
herently destructive and causes a more gradual increase in the drain current than is caused
by avalanche breakdown. Punchthrough normally occurs below the surface of the silicon
and is often prevented by an extra ion implantation below the surface to reduce the size of
the depletion regions.

Hot Carriers. With sufficient horizontal or vertical electric fields, electrons or holes may
reach sufficient velocities to be injected into the oxide, where most of them increase the
gate current and some of them become trapped. Such carriers are called sot because the
required velocity for injection into the oxide is usually greater than the random thermal
velocity. Carriers trapped in the oxide shift the threshold voltage and may cause a tran-
sistor to remain on when it should turn off or vice versa. In this sense, injection of hot
carriers into the oxide is a destructive process. This process is most likely to be prob-
lematic in short-channel technologies, where horizontal electric fields are likely to be
high.

Oxide Breakdown. In addition to V¢ limitations, MOS devices must also be protected
against excessive gate voltages. Typical gate oxides break down with an electric field of
about 6 X 10°Vicmto 7 X 105 V/em,2*25 which corresponds 10 6 10 7 V applied from
gate to channel with an oxide thickness of 100 angstroms. Since this process depends on
the vertical electrical field, it is independent of channel length. However, this process is
destructive to the transistor, resulting in resistive connections between the gate and the
channel. Oxide breakdown can be caused by static electricity and can be avoided by us-
ing pn diodes and resistors to limit the voltage range at sensitive nodes internal to the
integrated circuit that connect to bonding pads.

1.6 Smali-Signal Models of MOS Transistors

As mentioned in Section 1.5, MOS transistors are often used in analog circuits. To simplify
the calculation of circuit gain and terminal impedances, small-signal models can be used.
As in the case for bipolar transistors, a hierarchy of models with increasing complexity can
be derived, and choosing the simplest model required to do a given analysis is important
In practice.

Consider the MOS fransistor in Fig. 1.33 with bias voltages Vg and Vppp applied
as shown. These bias voltages produce quiescent drain current Ip. If Vgg > V, and
Vop > (Vgs — V1), the device operates in the saturation or active region. A small-signal
input voltage v; is applied in series with Vg5 and produces a small variation in drain current
ig. The total value of the drain current is I; = (Ip + iy).
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- L=l +iy . \

-
T DD

= Vos

Figure 1.33 Schematic of an MOS transistor
= with biasing.

1.6.1 Transconductance

Assuming square-law operation, the transconductance from the gate can be determined
from (1.165) by differentiating.

dlp

& = 3Vas

= ¥ (s = Vot + Mg (1.179)

If AVps << 1, (1.179) simplifies to

lW fW
gn = KT (Vas =V = 2k Ib (1.180)

Unlike the bipolar transistor, the transconductance of the MOS transistor is propolz-
tional to the square root of the bias current and depends on device geometry (ox?de thick-
ness via k' and W/L). Another key difference between bipolar and MOS' transistors cag
be seen by calculating the ratio of the transconductance to the current. Using (1.157) an

(1.180) for MOS transistors shows that
gn _ _ 2 _ 2 (1.181)

Also, for bipolar transistors, (1.91) shows that

gm _ a4 _ 1 (1.182)

I kT V7t
At room temperature, the thermal voltage Vr is about equal to 26 mV. In coptrast, the over-
drive V,, for MOS transistors in many applications is chosen to be apprommgtely sevgral
hundred mV so that MOS transistors are fast enough for the given applicaugn. (Section
1.6.8 shows that the transition frequency fr of an MOS transistor is propomonal to the
overdrive.) Under these conditions, the transconductance per given current‘ls much higher
for bipolar transistors than for MOS transistors. One of the key challenges in MOS analog
circuit design is designing high-quality analog circuits with a low transconductance-to-
current ratjo. .

The transconductance calculated in (1.180) is valid for small-signal analys;s. To de-
termine the limitation on the use of small-signal analysis, the chgnge in the drain cu.rrent
resulting from a change in the gate-source voltage will be derlvefl from a large-signal
standpoint. The total drain current in Fig. 1.33 can be calculated using (1.157) as

ls = %%(Vcs +vi= V) = "5% [(Vcs — ViR + 2Ves — Vovi + 7| (L183)
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Substituting (1.157) in (1.183) gives

. y
Iy =Ip+ 5% [Z(VGS - Vv + v?} (1.184)
Rearranging (1.184) gives
w Vi
i o= Iy — = k'— - 11 t .
g =1s —Ip 7 Ves Vt)"z[ t Vs = V;)} (1.185)

If the magnitude of the small-signal input |v;] is much less than twice the overdrive defined
in (1.166), substituting (1.180) into (1.185) gives

g = gmVi (1.186)

In particular, if |v;| = [AVgg] is less than 20 percent of the overdrive, the small-signal
analysis is accurate within about 10 percent.

1.6.2 Intrinsic Gate-Source and Gate-Drain Capacitance

If C,, is the oxide capacitance per unit area from gate to channel, then the total capacitance
under the gate is C,,WL. This capacilance is intrinsic to the device operation and mod-
els the gate control of the channel conductance. In the triode region of device operation,
the channel exists continuously from source to drain, and the gate-channel capacitance is
usually lumped into two equal parts at the drain and source with

CoxWL
2

In the saturation or active region, however, the channel pinches off before reaching the
drain, and the drain voltage exerts little influence on either the channel or the gate charge.
As a consequence, the intrinsic portion of C ¢4 18 essentially zero in the saturation region.
To calculate the value of the intrinsic part of Cy; in the saturation or active region, we must
calculate the total charge Oy stored in the channel. This calculation can be carried out by
substituting (1.145) into (1.144) and integrating to obtain

Cos = Cyg =

(1.187)

L
Or = WC”L) [Vgs = V(») — V,1dy (1.188)
Solving (1.150) for dy and substituting into (1.188) gives
202 Vos—Vi
Or = K—fi‘—f (Vs — V = V)2dV (1.189)
D 0

where the limit y = L corresponds to V = (Vg — V;) in the saturation or active region.
Solution of (1.189) and use of (1.153) and (1.157) gives

2
Or = §WLCUX(VG5 - V) (1.190)
Therefore, in the saturation or active region,
_8Q0r 2
Ces = Vs 3WLC0X - (1.191)
and
Cot = 0 e (1192)
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1.6.3 Input Resistance

The gate of an MOS transistor is insulated from the channel by the Si02 dielectric. As
a result, the tow-frequency gate current is essentially zero and the input resistance is
essentially infinite. This characteristic s important in some circuits such as sample-and-
hold amplifiers, where the gate of an MOS transistor can be connected to a capacitor
to sense the voltage on the capacitor without leaking away the charge that causes that

voltage. In contrast, bipolar transistors have small but nonzero base current and finite

input resistance looking into the base, complicating the design of bipolar sample-and-

hold amplifiers.

1.6.4 Output Resistance

In Section 1.5.1, the effect of changes in drain-source voltage on the large-signal char-
acteristics of the MOS transistor was described. Increasing drain-source voltage in an
n-channel MOS transistor increases the width of the depletion region around the drain
and reduces the effective channel length of the device in the saturation Of active re-
gion. This effect is called channel-length modulation and causes the drain current to
increase when the drain-source voltage is increased. From that {reatment, we can calcu-

late the change in the drain current Alp arising from changes in the drain-source voltage

AVps as

_ adlp
Alp = 8VD5AVDS (1.193)

Substitution of (1.161}, (1.163), and (1.164) in (1.193) gives
AVps _Va o L - (1.194)

— 0 = =r,

A, Ip A

where V4 is the Early voltage, X is the channel-length modulation parameter, Ip is the
drain current without channel-length modulation given by (1.157), and o 18 the small-

signal output resistance of the transistor.

1.6.5 Basic smali-Signal Model of the MOS Transistor

small-signal circuit elements yields the small-signal model
of the MOS transistor shown in Fig. 1.34. This model was derived for n-channel transistors
in the saturation or active region and is called the hybrid-m model. Drain, gate, and source
nodes are labeled D, G, and S, respectively. When the gate-source voltage 18 increased,
the model predicts that the incremental current ig flowing from drain to source increases.
Since the dc drain current Ip also flows from drain to source in an n-channel transistor,

Combinaticn of the preceding

Figure 1.34 Basic small-signal model of an MOS transistor in the saturation or active region.
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increasin - :

o i g‘iley;giactensogrce voltage also increases the total drain current /4. This result i
ally because increasing the gate-s : . 18

- -source voltage - .

mcre;xses the channel conductivity and drainccunem ge in an n-channel transistor

he mod in Fi : . !

rcain shows lezilcl)wn x{n l.:lg‘ 1.34 is also valid for p-channel devices. Therefore, the model

ﬂf) ing from d increasing the gate-_source voltage increases the incremenlai curre e

s chanel ra‘l.n to source. Unlike in the n-channel case, however, the dc current 1n t .

hoes Therefoi?i\;to? flows from source to drain because the source acts as the sour *D oF

curreﬁt . th7 e mc?remental dram'current flows in a direction opposite to the dc c:e (')t

result is reasona‘ia) lz‘iatfti;SO}lrclle voltage increases, reducing the total drain current I, 'Ir‘i“n

physically because increasin - s
) g the gate-source vol i
transistor reduces the channel conductivity and drain current tage in 2 p-channel

1.6.6 Body Transconductance

The drain isaf i

hand. the ;;:esr:)lulrbci f\l/lor;c;non of both the gate-source and body-source voltages. On the one
conductivity and thereforage;1 co&ltr.ols the vertical electric field, which controls the channel
changes the threshold wl(:'the hram current, On the other hand, the body-source voltage
fixed This effect Stcxﬁs frolc ]c anges the drain current when the gate-source voltage is
called the body effect, Not n;ht he g)ﬂuence of the substrate acting as a second gate and is
o netant powe}_sup 1. VOhe att e quy of an MOS transistor is usually connected to a
connection can havi); . agﬁ& whichis a sma}l-mgnal or ac ground. However, the source
ource voltage when th lgncx1 cant ac vpltage impressed on it, which changes the body-
is not constant, two [rarelsco ﬁv?ltage is fixed. Therefore, when the body-source voltage
associated witt; e mair; gz?e ;lrcutja?;: otteggsazsagg r_ecguéret% to model MOS transistors: one

Using (1.165), the transconductance from thcéizdy“g;hsgcli:; Z};tzrizecond gate.

dlp w 7
- Y = — ’—» d
g = gy =~ K g (Vos = Vil +/\VDS>8VV’ (1.195)
From (1.140) ’
oV,
= —ly _. =
= —x (1.196)

Vs 2205 + Vss

This equation defines a factor ichi
. es a X. which is the rate of change of ¢ i
bias voltage. Substitution of (1.141) in (1.196) and use ogf (1.2(1)])regsir\)/(;led voliage with body

= Cis
Cox

X (1.197)

Where (:” 1S the CapacltanCe peI unit area Of the depletlon Iegloll undel the Chaﬂﬂel, assum
n (1 .1 95 e
) g S ( )

_ YKWIL)(Vgs — V(1 + AVps)

Emb
22+ Vs (1198
 AVps < 1, we have
oy = YEWIDWVGs = V) _ [ kWil |
2 /2¢s + Vs 2Q2¢y + Vsp) (11'199)

;—_—
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The ratio gms/gm 1s an important quantity in practice. From (1.179) and (1.198), we

find
Emb Y =x (1.200)

= —— =

&m B 2,/2¢f + Vsp

range 0.1 to 0.3; therefore, the transconductance from the

i ically in the
e o ety f £ about 3 to 10 times larger than the transconductance from

main gate is typically factor o
the body or second gate.

1.6.7 Parasitic Elements in the Smaili-Signal Model ;

The elements of the small-signal model for MOS transistors dgscribed above mﬁy t:ie 55;2_
sidered basic in the sense that they arise directly from e'ssent_lal‘ processes ;n tf et:) 'eatior;
As in the case of bipolar transistors, however, technological limitations in the ; ricat N
of the devices give rise to a number of parasitic elements that must be adde@ tot fe etqul.\é -
lent circuit for most integrated-circuit transistors. A cross section and top view 0 hadyp_l !
n-channel MOS transistor are shown in Fig. 1.35. The means of fabricating such device

is described in Chapter 2.

All pn junctions in the MOS transistor should be reverse biased during normal op-

eration, and each junction exhibits a voltage-depen.dent parfisitic. capacitance assoc}ia:ii1
with its depletion region. The source-body and draln—body junction capacxtancdes s oa“d
in Fig. 1.35a are Cy, and C,,, respectively. If the doping levels in the source, ra}?,nces
body regions are assumed to be constant, (1.21) can be used to express these capacita

as follows:

Cp = (1.201)
1+ ZS—”)
o )
Source Gate Drain Body
0 1
j?Co/ Cor
T

(a)
Ces
S I
/7/;7 /,"/;/i/'// 77, /”——i ‘———B
N w G D

S L g7
G

L

(&)
Figure 1.35 (a) Cross section and (b) top view of an n-channel MOS transistor.
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(”W)

These capacitances are proportional to the source and drain region areas (including side-
walls). Since the channel is attached to the source in the saturation or active region, Cy,
also includes depletion-region capacitance from the induced channel to the body. A de-
tailed analysis of the channel-body capacitance is given in Tsividis.?

In practice, Cys and Cyy, given in (1.187) for the triode region of operation and in
(1.191) and (1.192) for the saturation or active region, are increased due to parasitic oxide
capacitances arising from gate overlap of the source and drain regions. These overlap
capacitances C,; are shown in Fig. 1.354, and their values are calculated in Chapter 2.

Capacitance C,, between gate and body or substrate models parasitic oxide capaci-
tance between the gate-contact material and the substrate outside the active-device area.
This capacitance is independent of the gate-body voltage and models coupling from
polysilicon and metal interconnects to the underlying substrate, as shown by the shaded
regions in the top view of Fig. 1.35b. Parasitic capacitance of this type underlies all
polysilicon and metal traces on integrated circuits. Such parasitic capacitance should be
taken into account when simulating and calculating high-frequency circuit and device
performance. Typical values depend on oxide thicknesses. With a silicon dioxide thick-
ness of 100 A, the capacitance is about 3.45 fF per square micron. Fringing capacitance
becomes important for lines narrower in width than several microns.

Parasitic resistance in series with the source and drain can be used to model the
nonzero resistivity of the contacts and diffusion regions. In practice, these resistances are
often ignored in hand calculations for simplicity but included in computer simulations.
These parasitic resistances have an inverse dependence on channel width W. Typical val-
ues of these resistances are 50 () to 100 ) for devices with W of about 1 pm. Similar
parasitic resistances in series with the gate and body terminals are sometimes included
but often ignored because very little current flows in these terminals, especially at low
frequencies. The small-signal model including capacitive parasitics but ignoring resistive
parasitics is shown in Fig. 1.36.

1.6.8 MOS Transistor Frequency Response

As for a bipolar transistor, the frequency capability of an MOS transistor is usually spec-
ified by finding the transition frequency fr. For an MOS transistor, fr is defined as the

C

&d

Go JHL‘ oD

Cos :F Vv C) Vs C) EibVps § r,

- b

M Vi = Can

s I+ ;

I
1 i
Cch &

‘ B

Figure 1.36 Small-signal MOS transistor equivalent circuit.
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Cos
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|
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i
Q { T 1
+ I

{a) (b)

Figure 1.37 Circuits for calculating the f; of an MOS transistor: {a) ac schematic and (b) small-

signal equivalent.

frequency where the magnitude of the short-circuit, common-source current gain falls to
unity. Although the dc gate current of an MOS transistor is essentially zero. the high-
frequency behavior of the transistor is controlled by the capacitive elements in the small-
signal model. which cause the gate current to increase as frequency increases. To calculate
fr. consider the ac circuit of Fig. 1.37a and the small-signal equivalent of Fig. 1.37h. Since
= 0. g Fo. Cop and Cyp have no effect on the calculation and are ignored.

\T\ge snlﬁl—signal input current i; is
i = $(Cqy + Cgp + Cyghvgs (1.203)
If the current fed forward through Cyy is neglected.
iy = QmVe (1.204)
Solving (1.203) for v,, and substituting into (1.204) gives
P | N (1.205)

i S(Cy + Cyp + Coa)
To find the frequency response, we set 5 = jw. Then
lo §m
B Y (1.206
i Jo(Cy + Cy + Cyp) )
The magnitude of the small-signal current gain is unity when
:lll]
w=wr = —————— (1.207)
I Cot Cap + Cui
Therefore.

Loy = L S (1.208)

‘7— = —W = —_—
I = ST T 3T+ Cor + Cat

Assume the intrinsic device capacitance Cq is much greater than (Cop, + Co). Then sub-
stituting (1.180) and (1.191) into ( 1.208) gives

fr = l.sﬁ‘;zz(vw -V (1.209)

Comparison of this equation with the intrinsic fr of a bipolar transistor when parasitic
depletion-layer capacitance is neglected leads to an interesting result. From (1.128) and
(1.130) with 77 = (Cj, + C) g

1
1.210)
2T {

fr=
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Suh.?mut‘mg from (1.99) for 7 and using the Einstein relationship D, /e, = & '
we find for a bipolar transistor = My =

fro= 2t

: 2'7"”';1; ! (1.211)
The_sumvla;'lt} in form between (1.211) and (1.209) is striking. In both cases. the intrin«
(ie\'{cc 5 Increases as the inverse square of the critical de\ice dimcns‘ii)nh: (‘ C.l‘nlrln'slc
carriers are in transit. The voltage V7 = 26 mV is fixed for a bipolar ‘tr'm dL r(>:\5 Which
fr of an MOS tlran.sistor can be increascd by operating at hich values of ( ;/’ élit»m\.’ bUIthe
thaF the ha..\e width Wy in a bipolar transistor is a \'c;tical éimensno\n detel(‘;;' al ; I\QIF
Zisll\zr(l.)ssor 1mplums arl]d i]un typically be made much smaller than‘thc Chalmclullcenn?gfl(;‘

ransistor. which depends on surface gcometr i aphic bro

Thus bipolar Fransislors generally have higher _?', [h;‘“l\);[g;ﬂgﬁﬁig‘fii:ﬁ::»p}l]chcsscs,
rable processing. Finally. (1.209) was derived assuming that the M()é tran\\i:lu‘ ‘w}n']p'a-
Sqllall'e—law behavior as in (1.157). However. as described in Section JA7 sut.nﬁ'o‘l* o
tranlmstoris Qcpart significantly from square-law characteristics. and wc .l’ 1 h"uo‘n MOS
devices fr is proportional to L~! rather than L2, B e that for such

EXAMPLE

Dyeri\'e the co'mplcte small-signal model for an NMOS transistor with I = 100 pA
Vig = 1 V,] ’V‘[)s = 2 V. Device parameters are b =03V.W=10um L = | tml
=05 V2 = A= ' b = .
21,0 —S(,V, ._1\] . ”:2(())0 pIA/V LA = 0.02 V' 1,0 = 100 angstroms. i, = 0.6 V.
oo = Capn = . Overlap capacitance fr C SOUTCC ¢ in i V
R (i,,, A erlap capacitance from gate to source and gate 1o drain is 1 fF,
From (1.166).

Y Ty
Voo = Veg =V, = =t /72X 1000
CT WD TV 300 w 1o 0o

Since Vpy > Vv e rates 1 i
DS Vo the transistor operates in the saturation or active region. From (1.180)

& = 2K dp = 02 X200 X 10 % 100 w A/V = 632 WAV

From (1.199),

LRI, /200 % 10 x o
b =Y om——— 1 = ()5 ",,,,__“_2 .
V22, + Veg) SV 2% 1.6 = 125 pAv

From (1.194),

O R L _
©T A T 003 % oo M= 300k

Using (1.201) with Vs = | V. we find

10

[ 1
|+ —
6%

Cop = fF =~ 6 F

12

The voltage from drain to body is

Vpg = Vpg + Vg = 3V
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and substitution in (1.202) gives
10

Cap = TR fF = 4 fF
(1 + ﬁ>
Fron;,(l.142), the oxide capacitance per unit area is
F 100 cm

VIR,
3.9 X 8.854 X 10 o 10 pm _ 5 45 sz
Cor ™ 100 A x 1um wm

101 A

The intrinsic portion of the gate-source capacitance can be calculated from (1.191), giving

Cgszé x 10 X 1 x 345{F=231F

The addition of overlap capacitance gives
Cys = 24 fF

Finally, since the transistor operates in the saturation or active region, the gate-drain ca-

pacitance consists of only overlap capacitance and is
Ceq = 1IF

lete small-signal equivalent circuit is shown in Fig. 1.38. The fr of the device

The comp
can be calculated from (1.208) as
101
. Em -1 632 x 1006 x =——-— Hz = 3.4GHz
ST = Gy ¥ Cp + Coa 2 2%+5+1

1.7 Short-Channel Eftects in MOS Transistors

ed to continuing reduc-

tegtated-circuit processing techniques has 1 . It
e e e horins 0 devices. (The minimum

tions in both the horizontal and vertical dimensions of the active

11F
4 —0 D
L

G o— ’
J_* 632 125 x
: 24fFTV 10- v D10 v 500 k2

—

4 fF

.‘ﬁ
5fF
Figure 1,38 Complete small-signal equivalent circuit for an NMOS transistor with Ip “—2 1’80 pA,
Vsg = 1V, Vps = 2 V. Device parameters are W= 10umL=1pmy= 05V ﬂ: |
200 pA/VE A = 002V 1, = 100 A, Yo = 0.6V, Cpo = Caeo = 10{F, Cps = 11F, an
Cep = S1{F.
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allowed dimensions of passive devices have also decreased.) This trend is driven primarily
by economics in that reducing dimensions increases the number of devices and circuits that
can be processed at one time on a given wafer. A second benefit has been that the frequency
capability of the active devices continues to increase, as intrinsic fr values increase with
smaller dimensions while parasitic capacitances decrease.

Vertical dimensions such as the base width of a bipolar transistor in production pro-
cesses may now be on the order of 0.05 wm or less, whereas horizontal dimensions such
as bipolar emitter width or MOS transistor gate length may be significantly less than 1
wm. Even with these small dimensions, the large-signal and small-signal models of bipo-
lar transistors given in previous sections remain valid. However, significant short-channel
effects become important in MOS transistors at channel lengths of about 1 pum or less and
require modifications to the MOS models given previously. The primary effect is to mod-
ify the classical MOS square-law transfer characteristic in the saturation or active region
to make the device voltage-to-current transfer characteristic more linear. However, even
in processes with submicron capability, many of the MOS transistors in a given analog cir-
cuit may be deliberately designed to have channel lengths larger than the minimum and
may be well approximated by the square-law model.

1.7.1 Velocity Saturation from the Horizontal Field

The most important short-channel effect in MOS transistors stems from velocity satura-
tion of carriers in the channel.?” When an MOS transistor operates in the triode region,
the average horizontal electric field along the channel is Vpgs/L. When V5 is small and/or
L is large, the horizontal field is low, and the linear relation between carrier velocity and
field assumed in (1.148) is valid. At high fields, however, the carrier velocities approach
the thermal velocities, and subsequently the slope of the carrier velocity decreases with
increasing field. This effect is illustrated in Fig. 1.39, which shows typical measured elec-
tron drift velocity v, versus horizontal electric field strength magnitude ¢ in an NMOS
surface channel. While the velocity at low field values is proportional to the field, the ve-
locity at high ficld values approaches a constant called the scattering-limited velocity v,.
A first-order analytical approximation to this curve is

uné

17 1+ 4%, (1.212)
10%
- Vier
4
E; 5x10*
>
E Figure 1.39 Typical
2 . measured electron drift
g 2x10 velocity v, versus hori-
a zontal electric field € in
10t an MOS surface chan-
nel (solid plot). Also
4 shown (dashed plot) is
5% 10° | | the gnalyncal approxi-
105 108 107 mation of Eq. 1.212 with

€. = 15 X 10°V/m

Electric field € (V/m) and g, = 0.07 m*/V-s
" . .
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where €, = 1.5 X 10° V/m and g, = 0.07 m*/V-s is the low-field mobility close to the
gate. Equation 1.212 is also plotted in Fig. 1.39. From (1.212),a8 ¢ = ©, Vg = Vsl =
wné,. At the critical field value %., the carrier velocity is a factor of 2 less than the low-
field formula would predict. In a device with a channel length L = 0.5 wm, we need a
voltage drop of only 0.75 V along the channel to produce an average field equal to €,
and this condition is readily achieved in short-channel MOS transistors. Similar results
are found for PMOS devices.
Substituting (1.212) and (1.149) into (1.147) and rearranging gives

1dv av
Ipll+ z-— =W n—— 1.213
D( tg dy) QOrn g (1.213)
Note that as 8, — o and velocity saturation becomes negligible, (1.213) approaches the
original equation (1.147). Integrating (1.213) along the channel, we obtain

L 14V Vos
J Ip(1+ 5= |dy =[ WQI(y)pn dV (1.214)
0 e dy 0
and thus
WCox W
Ip = —H S T 12Vas = VVos - Vs) (1.215)
2(1 + m)

1n the Limit as 8, — =, (1.215) is the same as (1.152), which gives the drain current in the
triode region without velocity saturation. The quantity Vpg/L in (1.215) can be interpreted
as the average horizontal electric field in the channel. If this field is comparable to €., the
drain current for a given Vpg is less than the simple expression (1.152) would predict.
Equation 1.215 is valid in the triode region. Let Vpsqacy represent the maximum value
of Vs for which the transistor operates in the triode region, which is equivalent to the
minimum value of Vpg for which the transistor operates in the active region. In the active
region, the current should be independent of Vpg because channel-length modulation is
not included here. Therefore, Vpsiacy is the value of Vpg that sets dIp/dVps = 0. From

(1.215),

\% [2(Vgs — V)Vps — Vil
W 1+ P Naves - V)~ 2ol - =g
L

€. L
Vos ¥
(1 . %CL)

where k' = p,Cox as given by (1.153). To set dIpldVps = 0,

(1.216)

v [2(Vgs — V)Vps — Vil
(1 + %%)[Z(Vcs — V) —2Vpsl — Ves (éZLDS Ds! —p (1217
Rearranging (1.217) gives
Vhs
2+ 2Vps ~ 2WVas— Vi) =0 (1.218)

c

Solving the quadratic equation gives

Vs = Vos = ~EcL = &L 1+ e VD (1219)
[
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Since the drain-source voltage must be greater than zero

Vosier = Vos = u(,/l » a2V 1) (1.220)

To determine Vpgery Without velocity- i 2

0 d . y-saturation effects, let € i
velocity is proportional to the electric field, and let x = (Vg5 — VC)/(_‘; O;,)SOTE}}:M the drift
and a Taylor series can be used to show that e e x = 0,

2

\/1+2x=1+x_'L+... ) (1.221)

Using (1.221) in (1.220) gives

(1.222)

Vosaey = Vs — Vi) (] - Vos — Vi + )

W

uWhep 2. ; e, (1.222) shows that .VDS(“') — (Vgs — V), as expected.? This observa-

1(:::) 15“3;)111 r%ned by plotting the ratio of Vg to the overdrive V,, versus €.L in Fig

hand Wh:::%c i: w,l}/DS(act)h—}l Vov = Vs — V,, as predicted by (1.222). On the other.
, ¢ is small enough that velocity saturation is significant, Fi

o, when e ! g nt, Fig. 1.40 shows that
To find the drain current in the active regi i i i i

. i gion with velocity saturation, substit

in (1.220) for Vpg in (1.215). After rearranging, the result is Sttate Vosten

_ HaCor W
Ip = =5 T Vosae!” (1.223)

L
Equation 1.223 is in the same form as (1.157), where velocity saturation is neglected,
f:xcgpt that Vps(acy is less than (Vg — V;) when velocity saturation is significant, as showri
in Fig. 1.40. Therefore, the current predicted by (1.157) overestimates the c1;rrent that
real]x ﬂo_ws when the carrier velocity saturates. To examine the limiting case when the
aZe]ocnyhls C(;lmpletely.saturated, let €. — 0. Then (1.212) shows that the drift velocity
({)grzogl)cgie\s/ets e scattering-limited velocity v; — v,y = u,%,. Substituting (1.220) into

sgl(iToID = wpCoxW(Vgs — V)& = WCoi(Vgs — ViVsu (1.224)

0.9
- 08 figure |.4FJ Ratio of the min-
imum drain-source voltage re-
V. o qug‘ed for operation in the active
region to the overdrive versus
the product of the critical field
06 and the channel length. When
fgc — oo, velocity saturation
o is not a factor, and Vpseacty —
T Tz 3 4 5 e 7 5 v o Vo = Vgs - V., as expected.
€.L V) When velocity saturation is sig-

nificant, Vpgiey < V.
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In contrast to the square-law behavior predicted by (1.157), (1.224) shows that the drain
currenlll 224) shows that the drain current is independent of the channel length when.the
cA;rSr(;;:; v'(;locity saturates. In this case, both the gharge in theichannel and the Fm:ﬁ rergtlf(:'eoczc
harge to cross the channel are proportional to L. Since the current is the

o thl'f ; e in the channel to the time required to cross the channel, the curre_nt does not
Idt;ecngrfn L as long as the channel length is shgrt enough to produce an elegmc ﬁ]elqtthz_:
i high enough for velocity saturation to occur.”? In contrast, wh;n the carrier veloct y 1
. hl%rtional 1o the electric field instead of being saturated, the time required for channe
E}r\(;goe to cross the channel is propgrtional to L? because mcreasmghL goth rerlsiglecreesf ;?ee
carricer velocity and increases the distance between the source and tle raur(l).rtiona1 o L,
when velocity saturation is not significant, the Firam current is mversc;] y p;opd tio Curren;
as we have come to expect through (1.157). Flnany, ('1‘2_24) showg that t i r 1% ment
in the active region is proportional to the scattering-limited velocity Vet = Mn®c

the velocity is saturated. ]

Substituting (1.222) into (1.223) gives

2
Cox W of  Ves = Ve .
Ip = B (Ves — Vi) (l et )

2 L

2
%% X
= ———'uncox "‘(VGS - Vt)z(l - E + )

T L (1.225)

= /“anox %(VGS _ V,)l(l —x+ )

2
pnCox W o oafi Vas = Ve
= 3 -E(VGS V,) (1 %CL

where x = (Vgs — V1)/(€.L) as defined for g2nfrx<l, (d-x= /(1 + x), and

_ wnCox W e — v (1.226)
Ip = Vos — V1 7 (Vos 0
2(1 + ——
( €L

Equation 1.226 is valid without velocity saturation and at its onset, wher'e Ves - V)
%.L. The effect of velocity saturation on the current in the active region predicted by
(1.226) can be modeled with the addition of a resistance in series with the source off in
ideal square-law device, as shown in Fig. 1.41. Let V5 be the gate-source voltage of the
ideal square-law transistor. From { 1.157),

2Cox W, 2
Ip = [ad : x Z(VGS -V (1.227)

Let Vs be the sum of V¢ and the voltage drop on Rsx. Then
Vs = Vis + InRsx (1.228)
This sum models the gate-source voltage of a real MOS transistor with velocity saturation.

Substituting (1.228) into (1.227) gives

Ip = &%{%(Vcs — IpRsx — V;)Z

s a linear fanction of the overdrive (Vgs — V,;) when the carrier velocity saturates. -
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Figure 1.41 Model of velocity saturation in an
\ MOSFET by addition of series source resistance to
§ an ideal square-law device.

HnCox

w
Ip = 22222 2 ((Vos = Vi~ 2Vas — VillpRsx + (UpRsx)?)  (1:229)

Rearranging (1.229) while ignoring the (IpRsx)* term gives

’lC(}X W
Ip = = T WVes = Vi)’ (1.230)
2<1 + paCox Rsx(Ves — Vz))
Equation 1.230 has the same form as (1.226) if we identify
w 1
‘ I-anox_L’RSX = E.L (1.231)
Rearranging (1.231) gives
1
Rsx = o——— 1.232
X B oW ( )

Thus the influence of velocity saturation on the large-signal characteristics of an MOS
transistor can be modeled to first order by a resistor Rsy in series with the source of an ideal
square-law device. Note that Rgy varies inversely with W, as does the intrinsic physical
series resistance due to the source and drain contact regions. Typically, Ry is larger than
the physical series resistance. For W = 2 um, &' = u,C, = 200 pA/V?, and ¢, =
1.5 x 10% V/m, we find Rgx = 1700 ().

1.7.2 Transconductance and Transition Frequency

The values of all small-signal parameters can change significantly in the presence of short-
channel effects.’® One of the most important changes is to the transconductance. Substi-
tuting (1.220) into (1.223) and calculating d/p/dV s gives

N 2(Vges — V1)

1 -1
dlp &L
= = WC —— 1.233
m ﬁVGS oxVsel . 2(VGS = V,) ( )
€L

where vy = w,%, as in Fig. 1.39. To determine g,, without velocity saturation, et E. —
@and x = (Vgg — V)/(€.L). Then substituting (1.221) into (1.233) and rearranging gives

. W
Jdim g = &' (Vs = V) (1.234)




1.8 Weak Inversion in MOS Transistors 65

]
1
I
i 64 Chapter 1 = Models for integrated-Circuit Active Devices
i
1

| I as predicted by (1.180). In this case, the transconductance increases when the overdrive 5
| | increases or the channel length decreases. On the other hand, letting €. — 0 to determine R
1l gm when the velocity is saturated gives ) 4 £q. 1.239 where £.L
i .t L3 e
<élimo gm = WCoxVsel (1.235)
‘ ‘ A ‘ , 3- Eq. 1.236 where %L = 0.75V
Equation 1.235 shows that further decreases in L or Increases in (Vgs — V;) do not change Em v
the transconductance when the velocity is saturated. d oL )
From (1.223) and (1.233), the ratio of the transconductance to the current can be cal- Eq. 1.237 where €, — 0 :‘9”’9 1.42 Transconductance-
g ¢ o-current ratio versus over-
culated as L drive (Vgs — Vi) where
Em _ /,2__,__/———— - (1.236) _veloc1(t%/ Slilml'atiOn is insignif-
1 M Ves — V, M Ves =V, ' icant (§.L — o), dominant
(€.L) I+ -S—%L”) 1+ —-(—G%i-L——I)‘ -1 00 i j2 (€.L = 0), and of gradu-
¢ ¢ Vas—V, (V) 3 ally increasing importance
i ! (8L =075V),
As %, — 0, the velocity saturates and L. .
. is inversely propornona! to the channel length when the velocity is saturated. In contrast
lim gm _ (1.237) (1.209) predicts that f7 is inversely proportional to the square of the channel length before

%, -0 [ Vgs — vV

Comparing (1.237) to (1.181) shows that velocity saturation reduces the transconductance-

to-current ratio for a given overdrive.
On the other hand, when x = (Vgs — V(% L) << 1, substituting (1.221) into (1.236)

gives

Em 2
Em _ 1.238
T~ Wos — Vol + 0 (1.238)

Therefore, as €, — =, x — 0, and (1.238) collapses to

. &m 2
lim 2& = ———— 1.239
R B (1.239)
as predicted by (1.181). Equation 1.238 shows that if x < 0.1, the error in using (1.181)
to calculate the transconductance-to-current ratio is less than about 10 percent. Therefore,

we will conclude that velocity-saturation effects are insignificant in hand calculations if
(Vgs — Vi) < 0.1(6.L) (1.240)

Figure 1.42 plots the transconductance-to-current ratio versus the overdrive for three
cases. The highest and lowest ratios come from (1.239) and (1.237), which correspond to
asymptotes where velocity saturation is insignificant and dominant, respectively. In prac-
tice, the transition between these exireme cases is gradual and described by (1.236), which
is plotted in Fig. 1.42 for an example where €, = 1.5 X 106 V/mand L = 0.5 pm.

One reason the change in transconductance caused by velocity saturation is impor-
tant is because it affects the transition frequency fr. Assuming that Cgs = Cgp + Ced>
substituting (1.235) into (1.208) shows that

. 1 gm Wco.\’vscl Vsel
- &r e = 1.241
fr=22Cy © WICh L (1241

One key point here is that the transition frequency is independent of the overdrive once
velocity saturation is reached. In contrast, (1.209) shows that increasing (Vgs — Vi) in-
creases fr before the velocity saturates. Also, (1.241) shows that the transition frequency

the velocit}_' saturates. As a result, velocity saturation reduces the speed improvement that
can be achieved through reductions in the minimum channel length.

1.7.3 Mobility Degradation from the Vertical Field

Thus far, we have considered only the effects of the horizontal field due to the Vs along
the channel when considering velocity saturation. However, a vertical field originating
from the gateivoltage also exists and influences carrier velocity. A physical reason for this
effect is that increasing the vertical electric field forces the carriers in the channel closer
to the surface of the silicon, where surface imperfections impede their movement from
the source to the drain, reducing mobility.3! The vertical field at any point in the channel
depends on the gate-channel voltage. Since the gate-channel voltage is not constant from
the source to the drain, the effect of the vertical field on mobility should be included within
the integration in (1.214) in principle.32 For simplicity, however, this effect is often mod-
eled 'a_fter integration by changing the mobility in the previous equations to an effective
mobility given by

- Hn
el = T3 9(Vgs - Vo)

where ., is the mobility with zero vertical field, and 6 is i i

. : 4 , inversely proportional to the
oxide thickness. For o, = 100 A, @ is typically in the range from 0.1 Vi04 V13
In practice, 6 is determined by a best fit to measured device characteristics.

(1.242)

1.8 Weak Inversion in MOS Transistors

The MOSFET analysis of Section 1.5 considered the normal region of operation for which
2t?va§11-dgﬁn}eld conducting channel exists under the gate. In this region of strong inversion,
- fgff: :he ,t(;iatel—squrce V(_)ltage are assumed to cause only changes in the channel charge
xtrapolateq lchrephe;lon—reglon chargg. In contrast, for gate-source voltages less than the
o pou eshold yoltage Vi buF high cngugh to create a depletion region at the surface

e silicon, the device operates in weak inversion. In the weak-inversion region, the
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hannel charge is much less than the charge in tl_le_ depletion region, and the d.ram current
o from the drift of majority carriers is negligible. However, the toFal dr.am .current'm
?Nr:as';l?ginversion is larger than that caused by drift becauseia gradiem in mn}l‘orri;ye-lc;/r;(i)esr
concentration causes a diffusion current tq flow. In weak inversion, an n-hc imitter 08
transistor operates as an npn bipplar transistor, wh;re the source acts as the :
substrate as the base, and the drain as the collector.

1.8.1 Drain Current in Weak Inversion

To analyze this situation, assume that the source and the bod){ are bothhgroundfd.al ;‘\tllsl,(e)
assume that Vps > 0. (If Vps < 0, the drain acts as the emitter and the smirne:ﬁax 0
collector.)? Then increasing the gate-source voltage increases the sqrfacebpo en Cﬁosr;
which tends to reduce the reverse bias across the source-subgrate (emitter- ES(:) Jtun o
and to exponentially increase the concentration of electrons in the p-type substrate af

source np(0). From (1.27),
12
ny(0) = npo eva—; (1.243)

where np, is the equilibrium concentration of electrons in the substrate (base). Similarly,
" the concentration of electrons in the substrate at the drain np(L) 1s

~ Vps
np(L) = npo expﬁ‘—vr— (1.244)

From (1.31), the drain current due to the diffusion of electrons in the substrate is

np(L) - ”12(.0) (1.245)

Ip = gAD, 7

where D, is the diffusion constant for electrons, and A is the cross—s.ectiongl area in which
the diffusion current flows. The area A is the product of the transistor w1dth w and7 the
thickness X of the region in which Ip flows. Substituting (1 243) and (1.244) into (1.245)
and rearranging gives

ld Us _Ybs 1.246
Ip = I‘_qXD,,npaexp("/;)[l - exp( v )} ( )

In weak inversion, the surface potential is approximately aili_nearvfunction qf Fhe gate-
source voltage.36 Assume that the charge stored at the 0xide-51hcgn interface 1s mdepep-
dent of the surface potential. Then, in weak inversion, changes in the surface pot_eqtml
Ay, are controlled by changes in the gate-source voltage AVss thr_ough a voltage divider
between the oxide capacitance C,, and the depletion-region capacitance Cjs. Therefore,

(1.247)

in which n = (1 + C;,/Coy) and x = C;s/C,x, as defined in (1.197). Separating variables
in (1.247) and integrating gives

o = VO 4 g (1.248)
s n

where k; is a constant. Equation 1.248 is valid only when the l_rapsistor operates in wezl:lk
inversion. When Vgs = V, with Vsg = 0, s = 2 by deﬁnmop of the threshold Vf) tc—l
age. For Vgg > V,, the inversion layer holds the surface potential nearly constant an
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(1.248) is not valid. Since (1.248) is valid only when Vs = V,, (1.248) is rewritten as
follows:

-,
Stk (1.249)

where ky = k; + V,/n. Substituting (1.249) into (1.246) gives

_ w kz VGS - V, _ _ VDS
Ip = z—qXDnnpueXP<v—T>CXP(—n‘7r—>{l exp( Wﬂ (1.250)

k
I = gXD,np, exp (V—Z) (L.251)
T

represent the drain current with Vgg = V,, W/L = 1, and Vps > V. Then

w VGS - Vg l: VDS :'
= —] 2 ] - _ )
Ip L :exp( Vs ) exp V, (1.252)

Figure 1.43 plots the drain current versus the drain-source voltage for three values
of the overdrive, with W = 20 um, L = 20 um, » = 1.5, and I, = 0.1 nA. Notice that
the drain current is almost constant when Vps > 3V; because the last term in (1.252)
approaches unity in this case. Therefore, unlike in strong inversion, the minimum drain-
source voltage required to force the transistor to operate as a current source in weak in-
version is independent of the overdrive.*” Figure 1.43 and Equation 1.252 also show that
the drain current is not zero when Vgs < V,. To further illustrate this point, we show
measured NMOS characteristics plotted on two different scales in Fig. 1.44. In Fig. 1.44q,
we show /I, versus Vg in the active region plotted on linear scales. For this device,
W = 20 um, L = 20 pm, and short-channel effects are negligible. (See Problem 1.21 for
an example of a case in which short-channel effects are important.) The resulting straight
line shows that the device characteristic is close to an ideal square law. Plots like the one in
Fig. 1.44a are commonly used to obtain V, by extrapolation (0.7 V in this case) and also k'
from the slope of the curve (54 wA/V? in this case). Near the threshold voltage, the curve
deviates from the straight line representing the square law. This region is weak inversion.
The data are plotted a second time in Fig. 1.44b on log-linear scales. The straight line
obtained for Vg < V, fits (1.252) withn = 1.5.For Ip < 1072 A, the slope decreases
because leakage currents are significant and do not follow (1.252).

0.12

Vl)5‘= GVTZ 78 mV

0.1 —_—

Ves—V,=0

T
1
i
(

0.08

Ip(uA) 0.06 Vos—V,==10 mV

0.04

Vos =V, =-20 mV

0.02

Figure 1.43 Drain cur-
rent versus drain-source
voltage in weak
inversion.
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I (wA) 2

Figure 1.44 (a) Mea-
sured NMOS transfer
characteristic in the ac-
tive region plotted on

Vost¥) linear scales as \/1; ver-
sus Vs, showing the
Extrapolated V, = 0.7 V square-law
{a) characteristic.

Ip (A)
1073 —
1074 -
105
1076 Square-law region
107
1078 - Vps=5V

g W =20 um
10 L=20um
1010 -

N ; : Figure 1.44 (b) Data from
1071 — Subthreshold exponential region . Fig. 144a plotted on log-
1072 linear scales showing the ex-
A ‘ | l | Voo (V) ponential characteristic in the
1070 0.5 1 1.5 2 @ subthreshold region.
)

The major use of transistors operating in weak in\{ersion isin very low power applica-
tions at relatively low signal frequencies. The limitation to low signal frequencies occurs
because the MOSFET fr becomes very small. This resuh stems from the fact that the
small-signal g, calculated from (1.252) becomes proportional to Ip and therefore very

small in weak inversion, as shown next.

1.8.2 Transconductance and Transition Frequency in Weak Inversion

Calculating d1p/dVgs from (1.252) and using (1.247) gives

W (Ve V| e[\ = o B G sy
&m = TW; exp nVr p Vr nVr Vr C/‘J- + Cyx
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The transconductance of an MOS transistor operating in weak inversion is identical to
that of a corresponding bipolar transistor, as shown in (1.182), except for the factor of
1/n = Cou/(Cjs + Cox). This factor stems from a voltage divider between the oxide and
depletion capacitors in the MOS transistor, which models the indirect control of the gate
on the surface potential.

From (1.253), the ratio of the transconductance to the current of an MOS transistor in
weak inversion is

Tt T VT s C. : (1.254)

Equation 1.254 predicts that this ratio is independent of the overdrive. In contrast, (1.181)
predicts that the ratio of transconductance to current is inversely proportional to the over-
drive. Therefore, as the overdrive approaches zero, (1.181) predicts that this ratio becomes
infinite. However, (1.181) is valid only when the transistor operates in strong inversion.
To estimate the overdrive required to operate the transistor in strong inversion, we will
equate the g,,// ratios calculated in (1.254) and (1.181). The result is

Voo = Vgs — Vi = 2nVr (1.255)

which is about 78 mV at room temperature with n = 1.5. Although this analysis implies
that the transition from weak to strong inversion occurs abruptly, a nonzero transition width
occurs in practice. Between weak and strong inversion, the transistor operates in a region
of moderate inversion, where both diffusion and drift currents are significant.*®

Figure 1.45 plots the transconductance-to-current ratio versus overdrive for an exam-
ple case with n = 1.5. When the overdrive is negative but high enough to cause depletion
at the surfacc, the transistor operates in weak inversion and the transconductance-to-
current ratio is constant, as predicted by (1.254). When Vs — V; = 0, the surface poten-
tial is 24/ 7, which means that the surface concentration of electrons is equal to the bulk
concentration of holes. This point is usually defined as the upper bound on the region
of weak inversion. When Vgs — V, > 2nV7, the transconductance-to-current ratio is
given by (1.181), assuming that velocity saturation is negligible. If velocity saturation is
significant, (1.236) should be used instead of (1.181) both to predict the transconductance-
to-current ratio and to predict the overdrive required to operate in strong inversion. For
0 = Vgs — V; < 2nV7y, the transistor operates in moderate inversion. Because simple
models for moderate inversion are not known in practice, we will ignore this region in

30
{moderate inversion)
25 From (1.254) with n = 1.5
(weak inversion)
20—
2 From (1.181) ]
F (V) 151 (strong inversion)
10
5 -
0 ' ’ Fi e-
205 o0 o 2V, 055 0.5 gure 1.45 Transconductanc

to-current ratio versus

Yos= Vi (V) overdrive.
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the remainder of this book and assume that MOS transistors operate in weak inversion for
overdrives less than the bound given in (1.255)._ . . N

Equation 1.208 can be used to find the transition frequency. In weak inversion, Cgs =
C.; = 0 because the inversion layer contains little charge.* However, C, can be thought
ofg gs the series combination of the oxide and depletion capacitors. Therefore,

CoCj
Cos + Cgp + Coa = Cgp = WL (#) (1.256)
- Substituting (1.253) and (1.256) into (1.208) gives
Ip _ Co
1 1 VrCi+Cox _ 1 Ip 1 (1.257)
fT - f?;wT B —2—7; WL Co):Cj: 2w Vr WLC]':
Cox + st

Let Iy represent the maximum drain current that flows in the transistor in weak inversion.
Then

4
Iy = ZI' (1.258)

where I, is given in (1.251). Multiplying numerator and denominator in (1.257) by Iy and
using (1.258) gives

Ly
1 gh v 1L 11D (1.259)

27 Vr Cis L2 Iy

fr = 32V WLC In
From (1.251), I, = D,. Using the Einstein relationship D, = p,Vr gives

D, Ip wnVT Q)_ (1.260)
oo mn T T Iy

Equation 1.260 shows that the transition frequency for an MOS transistor operating in
weak inversion is inversely proportional to the square of the channel~ length. This result is
consistent with (1.209) for strong inversion without velocity saturation. In con.trast, when
velocity saturation is significant, the transition frequency is inversely propor’uoqa} to the
channel length, as predicted by (1.241). Equation 1.260 also shows that thg transition fre-
quency in weak inversion is independent of the overdrive, unlike the case in strong inver-
sion without velocity saturation, but like the case with velocity saturauoq. Fmally,.a more
detailed analysis shows that the constant of proportionality in (1.260 is approximately
unity.*

EXAMPLE

Calculate the overdrive and the transition frequency for an NMOS transistor with /p =

1 wA, I; = 0.1 pA, and Vps >> V7. Device parameters are W = 10 pm, L = 1 pm,

n =15k =200pA/V: and t,, = 100 A . Assume that the temperature is 27°C.
From (1.166), if the transistor operates in strong inversion,

_ 2Ip _ 2 X1 — 32 mV
Voo =Vos = Vi = 5win) ~ V200 x 10 m
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Since the value of the overdrive calculated by (1.166) is less than 2nVy = 78 mV. the
overdrive calculated previously is not valid except to indicate that the transistor does not
operate in strong inversion. From (1.252), the overdrive in weak inversion with Vg > Vi
is
_ IpL\ 1 1Y
Voo = nVrln (T, W) = (1.5(26 mV)In (6“1 Tﬁ) =0
From (1.253),
JleA o ouA
& = 1526 mV) v

From (1.247),
Cj: = (n— 1Cox = (0.5)Cox
From (1.256),

Cox(0.5C,5) Cox
Cos + Cop+ Cog =Cpp = WL "% _ Wy,
g T eb T Tad T g Con + 0.5C,, 3
F 100 cm
~-14 I
 10pm? 3.9 x 8854 x 1071 _— x pm
- 3 10° wm
1004 x —
10194
= 11.5 {F
From (1.208),
fr= swp = LBEAN 00 MHZ

27T T 27 115

Although 360 MHz may seem to be a high transition frequency at first glance, this result
should be compared with the result of the example at the end of Section 1.6, where the
same transistor operating in strong inversion with an overdrive of 316 mV had a transition
frequency of 3.4 GHz.

1.9 Substrate Current Flow in MOS Transistors

In Section 1.3.4, the effects of avalanche breakdown on bipolar transistor characteristics
were described. As the reverse-bias voltages on the device are increased, carriers travers-
ing the depletion regions gain sufficient energy to create new electron-hole pairs in lattice
collisions by a process known as impact ionization. Eventually, at sufficient bias volt-
ages, the process results in large avalanche currents. For collector-base bias voltages well
below the breakdown value, a small enhanced current flow may occur across the collector-
base junction due to this process, with little apparent effect on the device characteristics.

Impact ionization also occurs in MOS transistors but has a significantly different effect
on the device characteristics. This difference is because the channel electrons (for the
NMOS case) create electron-hole pairs in lattice collisions in the drain depletion region,
and some of the resulting holes then flow to the substrate, creating a substrate current.
(The electrons created in the process flow out the drain terminal.) The carriers created by
impact ionization are therefore not confined within the device asin a bipolar transistor. The
effect of this phenomenon can be modeled by inclusion of a controlled current generator
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oD

Go—— Ipg

Figure 1.46 Representation of impact ionization in an
©S MOSFET by a drain-substrate current generator.

Ipp from drain to substrate, as shown in Fig. 1.46 for an NMOS devic_e. The magnitgde
of this substrate current depends on the voltage across the drain depletion region (which

determines the energy of the ionizing channel electrons) and also on the drain current

(which is the rate at which the channel electrons enter the depletion region). Empirical
investigation has shown that the current Ipp can be expressed as

K
Ips = Ki(Vps = Vosacw)lp exp (_VD’S——éDsTE> (1.261)
where K and K, are process-dependent parameters and Vpger) is the minimum value
of Vpg for which the transistor operates in the active region.** Typical values for NMOS
devices are K; = 5 V™! and K; = 30 V. The effect is generally much less significant in
PMOS devices because the holes carrying the charge in the channel are much less efficient
in creating electron-hole pairs than energetic electrons.

The major impact of this phenomenon on circuit performance is that it creates a par-
asitic resistance from drain to substrate. Because the common substrate terminal must
always be connected to the most negative supply voltage in the circuit, the substrate Aof
an NMOS device in a p-substrate process is an ac ground. Therefore, the parasitic resis-
tance shunts the drain to ac ground and can be a limiting factor in many circuit designs.
Differentiating (1.261), we find that the drain-substrate small-signal conductance is

_ 31DB . Ipp K2 - KZIDB (1 262)
s (VDS = Vbsgen (Vps — Vpsen)?

IVp  Vps = Vpsae

where the gate and the source are assumed to be held at fixed potentials.

m  EXAMPLE

Calculate ryp, = 1/g4, for Vps = 2V and 4 V, and compare with the device r,. Assume
Ip = 100 A, A = 0.05 V™!, Vpsaey = 03V, Ky =5V L and K; = 30 V.
For Vps = 2V, we have from (1.261)

30 -
Ipg =35 X 1.7 X 100 x 1076 x exp(— 1—7)= L8 x 1071 A

From (1.262),

30 x 1.8 x 1071

A
-10
8dp = 172 =19 X 10 v

and thus

rap = L =53 x 10°Q = 53GQ
8db
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This result is negligibly large compared with
I 1
Alp 005 X 100 X 106

Yo =

= 200 k()
However, for Vps = 4V,
Ipp =5 % 37 x 100 x 1076 x exp(— ;%):5.6 X 1077 A

The substrate leakage current is now about .5 percent of the drain current. More impor-
tant, we find from (1.262)

_ 30 X 56 x 107
3.7

A
=12x 1082
8db 10 A
and thus
1
Tap = — =815 X 10° Q) = 815k
8db

This parasitic resistor is now comparable to r, and can have a dominant effect on high-
output-impedance MOS current mirrors, as described in Chapter 4.

APPENDIX
A.1.1 SUMMARY OF ACTIVE-DEVICE PARAMETERS
(a) npn Bipolar Transistor Parameters

Quantity Formula

Large-Signal Forward-Active Operation

Collector current I, = Isexp “//be
T

Small-Signal Forward-Active Operation

Transconductance 8m = #e = e
kT Vr
Transconductance-to-current ratio Bm L
IC VT
Input resistance Iy = Bo
&m
Output resistance r, = Va = L
) IC 778m
Collector-base resistance re = Bor, to 5Bor,
Base-charging capacitance Co = Trgn
Base-emitter capacitance Cr=Ch+C,,
Emitter-base Junction depletion capacitance  C je = 2C}eo
Collector-base junction capacitance Cp = Cuo

Vac Y s
1 - 8¢ Ll
( l/IOC) P
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Quantity

Formula

Small-Signal Forward-Active Operation

Collector-substrate junction capacitance

Transition frequency
Effective transit time

Maximum gain

- CrsO
Ccs - - Vsc)nﬁ
¢05
_ 1 gm
fr= 526 +C,
1 Cje C;l.
= =g+ = 4=
TE 2 T g 8m
Va1

Emlo Vr = "

(b) NMOS Transistor Parameters

Quantity Formula
Large-Signal Operation
. nCox W ’
Drain current (active region) I; = _2_1 Z(V“ -V)
HCox W

Drain current (triode region)
Threshold voltage

Threshold voltage parameter

Oxide capacitance

2 L

V= V!0+'Y[x/2¢f + Ve — Vzd)f:\

Y= CI \/2q€NA

ox
€ox

Cox = = 345 fRium? for f,, = L00A

ox

(Vs — VOVas = Vs’

Small-Signal Operation (Active Region)

Top-gate transconductance

Transconductance-to-current ratio

Body-effect transconductance

Channel-length modulation parameter

Output resistance
Effective channel length

Maximum gain

Source-body depletion capacitance

w / w
Em = Mcox'Z(VGS -Vy = ZIDIJ'CHX'L'

Bm _ __ 2
Ip Vg~V
8mb = _-_l‘_—gm = X8&m
2 24)/ + Vg

ol

" Vi L dVons

Ty
o= Ap TD—<dVDS
Lest = Larwn — 2Ly - Xy

1 2 2V,

Bmle = XVes — Vi Vos - Vi

Cvo

Co = ——3
r VSB )0.5
o

(continued)
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Quantity

Formula

Small-Signal Operation (Active Region)

Drain-body depletion capacitance  Cyp =

2
Gate-source capacitance Cygs = §WLCm
Y gm
Transition frequenc = P
rans quency 1= TG % Co T Co)
PROBLEMS

1.1(@) Calculate the built-in potential,
depletion-layer depths, and maximum field in
a plane-abrupt pr junction in silicon with dop-
ing densities N4, = 8 X 10" atoms/cm® and
Np = 10'7 atoms/cm®. Assume a reverse bias
of 5V.

(b) Repeat (a) for zero external bias and 0.3 V
forward bias.

1.2 Calculate the zero-bias junction capaci-
tance for the example in Problem 1.1, and also cal-
culate the value at 5 V reverse bias and 0.3 V for-

ward bias. Assume a junction area of 2 X 107 cm?.

1.3 Calculate the breakdown voltage for the
junction of Problem 1.1 if the critical field is €.; =
4 X 10° V/em.

1.4 If junction curvature causes the maximum
field at a practical junction to be 1.5 times the theo-
retical value, calculate the doping density required
to give a breakdown voltage of 150 V with an abrupt
pn junction in silicon. Assume that one side of the
junction is much more heavily doped than the other
and €. = 3 X 10° Viem.

1.8 Ifthe collector doping density in a transistor
is 6 X 10'° atoms/cm®, and is much less than the
base doping, find BV g for Br = 200 and n = 4.
Use 2.y = 3 X 10° Viem.

1.6 Repeat Problem 1.5 for a doping density of
10" atoms/em? and By = 400.

L.7(0) Sketch the I--Vp characteristics in the
forward-active region for an npn transistor with
Br = 100 (measured at low Vee), Va = 50V,
BVepo = 120V, and n = 4. Use

V Ma
Ie =1 4+ ZCE)_MQF
¢ ( Va )T Mas®

where M is given by (1.78). Plot I¢ from 0 to 10 mA
and Veg from 0 to 50 V. Use Iy = 1 A, 10 pA,
30 wA, and 60 pA.

(b) Repeat (a), but sketch Vg from Oto 10 V.

1.8 Derive and sketch the complete small-
signal equivalent circuit for a bipolar transistor
at Ic = 0.2 mA, Veg = 3V, Veg = 4 V. De-
vice parameters are Cj = 20 {F, C,o = 10 {F,
Ce0 = 20 1F, Bo = 100, 77 = 15 ps, y = 1073,
r, =200 Q, r. =100 Q, r., = 4 , and
ru = 5Bor,. Assume iy = 0.55 V for all junc-
tions.

1.9 RepeatProblem1.8forlc = I mA, Vg =
1 V, and Vcs =2V.

1.10 Sketch the graph of small-signal,
common-emitter current gain versus frequency
on log scales from 0.1 MHz to 1000 MHz for the
examples of Problems 1.8 and 1.9. Calculate the fr
of the device in each case.

1.11 An integrated-circuit npn transistor has
the following measured characteristics: r, =
100 Q, r. = 100 Q, By = 100, r, = 50 kQ at
Ic = 1 mA, fr = 600 MHz with I = 1 mA and
Ve = 10V, fr = 1 GHz with ¢ = 10 mA and
Veg = 10V, C, = 0.15 pF with Vg = 10V,
and C,; = 1 pF with Vs = 10 V. Assume ¢y =
0.55 V for all junctions, and assume C;, is constant
in the forward-bias region. Use r, = 5B7,.

(a) Formthe complete small-signal equivalent
circuit for this transistorat /- = 0.1 mA, 1 mA, and
SmAWithVCH = 2Vanchs =15V,

(b) Sketch the graph of fr versus I¢ for this
transistor on log scales from 1 pwA to 10 mA with
Ve =2V,
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1.12 A lateral pnp transistor has an effective
base width of 10 wm (1 pm = 107* cm).

(o If the emitter-base depletion capacitance 18
2 pFin the forward-bias region and is constant, cal-
culate the device fy at Ic = —0.5 mA. (Neglect
C,.) Also, calculate the minority-carrier charge
stored in the base of the transistor at this current
level. Data : Dp = 13 cm?/s in silicon.

(b) If the collector-base depletion layer width
changes 0.11 pm per volt of Vg, calculate o for
this transistor at Ic = —0.5 mA.

1.13 If the area of the transistor in Problem 1
is effectively doubled by connecting two transistors
in parallel, which model parameters in the small-
signal equivalent circuit of the composite transistot
would differ from those of the original device if the
total collector current is unchanged? What is the
relationship between the parameters of the compos-
ite and original devices?

1.14 An integrated npn transistor has the fol-
lowing characteristics: 7 = 0.25 ns, small-signal,
short-circuit current gain is 9 with Ic = 1 mA
atf=50MHz, Va =40V, ﬁ(): 100, r, =
150 Q, r. = 1500, C,, = 0.6 pF, Cs = 2 pF at
the bias voltage used. Determine all elements in the
small-signal equivalent circuit at Ic = 2 mA and
sketch the circuit.

1.15 An NMOS transistor has parameters
W=10pum L = 1pm k' = 194 pA/VE, A =
0.024 V-1 1,, = 80A, 7 =03V, Vo =06V,
and Ny = 5 X 10%% atoms/cm®. Ignore velocity
saturation effects.

(@) Sketch the Ip-Vbs characteristics for Vps
from O to 3V and Vgs = 0.5 V,15V,and 3 V.
Assume Vsg = 0.

@) Sketch the Ip-Vas characteristics  for
Vps = 2VasVgs varies from 0 to 2 V with Vsp =
0,05V,and 1 V.

1.16 Derive and sketch the complete small-
signal equivalent circuit for the device of Problem

1.15 with Ves = 1V, Vps = 2V,and Vsp = V.
Use l,ll() =07V, C:b() = Cypo = 20 fF, and Cgb =
5 {F. Ovetlap capacitance from gate to source and
gate to drain is 2 fF.
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CHAPTER .
Bipolar,MOS, andBiCMOS
Integrated-Circuit Technology

2.1 Introduction

ts, a knowledge of the details of the fabrication
IC technology has become pervasive because
it provides the economic advantage of the planar process for fabricating complgx circuitry
at low cost through batch processing. Thus a knowledge of the fagtors mﬁugnm_ng the cost
of fabrication of integrated circuits is essential for both the se}ectlon ofa qrcult gppr_oagh
1o solve a given design problem by the designer and the selcc'non ofa parylcul'ar circuit for
fabrication as a custom integrated circuit by the user. Second. mt;gra_ted—c;rcual technology
presents a completely different set of cost constraints to the circuit Flesxgner from tho_se
encountered with discrete components. The optimum choice of a circuit approach to r;alxze
a specified circuit function requires an understanding of the degrees Qf frcedpm available
with the technology and the nature of the devices that are most easily fabricated on the
integrated-circuit chip. _ o
. %At the present tiﬁ)e, analog integrated circuits are designed.and fabricated in blpglar
technology, in MOS technology. and in technologies tha.t gombme \_)oth types of dev1;es
in one process. The necessity of combining complex d1g;tal functions on th_e'same mS-
tegrated circuit with analog functions has resulted in an increased use of dlglt?l MO
technologies for analog functions, particularly those functions sgc_h as analog-digital con-
version required for interfaces between analog signals and }dlgual' systems. Howeyer,
bipolar technology is now used and will continue to be used in a w1de‘range. Qf applica-
tions requiring high-current drive capability and the highest levels of precision analog
performance. ‘

In this chapter, we first enumerate the basic processes that are fundamenta\ in th;
fabrication of bipolar and MOS integrated circuits: solid-state d}ffu51on, hghpgraphy, epi-
taxial growth, ion implantation, selective oxidation, and polysilxgon de?osxtxon. Ne?ct, we
describe the sequence of steps that are ased in the fabrication of bipolar integrated circuits
and describe the properties of the passive and active devices thqt result from the pro-
cess sequence. Also, we examine several modifications to the ba51.c process. I.n thg next
subsection, we consider the sequence of steps in fabricating MOS integrated circults .and
describe the types of devices resulting in that technology. This is fgllowed by 'descnptxons
of BICMOS technology, silicon-germanium heterojunction transistors, and {nterconneﬂ
materials under study to replace aluminum wires and silicon-dioxide 41eleptrlc. Next, we
examine the factors affecting the manufacturing cost of monolithic circuits and, finally.
present packaging considerations for integrated circuits.

i i ircui
For the designer and user of integrated circu
process is important for two reasons. First,
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2.2 Basic Processes in Integrated-Circuit Fabrication

The fabrication of integrated circuits and most modern discrete component transistors is
based on a sequence of photomasking, diffusion, ion implantation, oxidation, and epita);ial
g.rowth steps applied to a slice of silicon starting material called a wafer.!'? Before begin-
ning a de'scnption of the basic process steps, we will first review the effects produceg on
the electrical properties of silicon by the addition of impurity atoms.

2.2.1 Electrical Resistivity of Silicon

The addition of small concentrations of n-type or p-type impurities to a crystalline silicon
sample has the effect of increasing the number of majority carriers (electrons for r;—type
h'ole§ for p-type) and decreasing the number of minority carriers. The addition of impuri-,
ties 1s.called dop{ng the sample. For practical concentrations of impurities, the density of
majority carriers is approximately equal to the density of the impurity atoms in the crystal
Thus for n-type material, .

nnzND (2 1)

where My (cm™7) is the equilibrium concentration of electrons and Np (cm™?) is the con-
centration of n-type donor impurity atoms. For p-type material,

Pp = Na (2.2)

wh;re Dp (cm™3) is the equilibrium concentration of holes and N4 (cm ) is the concen-
tration of p—ltype acceptor impurities. Any increase in the equilibrinm concentration of one
type of carrier in the crystal must result in a decrease in the equilibrium concentration of
the o'therA This occurs because the holes and electrons recombine with each other at a rate
that is proportional to the product of the concentration of holes and the concentration of
electrons. Thus the number of recombinations per second, R, is given by

R = vynp (2.3)

\yhere 7 1s a constant, and n and p are electron and hole concentrations, respectively, in the
silicon sample. The generation of the hole-electron pairs is a thermal process that dépends
only on temperature; the rate of generation, G, is not dependent on impurity concentration
In equilibrium, R and G must be equal, so that '

G = constant = R = ynp (2.4)
If no impurities are present, then

n=p=n(T) (2.5)

_ L3y o . o
where n; (cm™) is the intrinsic concentration of carriers in a pure sample of silicon. Equa-

tions 2.4 and 2.5 establish that, for any impurity concentration, ynp = constant = yn?
and thus v

np = nX(T) (2.6

Equ.atwn 2.6 shows that as the majority carrier concentration is increased by impurity

dOpmg, the mj'nority carrier concentration is decreased by the same factor so that product

npisconstant in equilibrium. For impurity concentrations of practical interest, the majority

carriers qumumber the minority carriers by many orders of magnitude. ’

an The 1mportan<‘:§ of n'_ninorlty— and majority-f:arrier concentrations in the operation of the
sistor was described in Chapter 1. Another important effect of the addition of impurities
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is an increase in the ohmic conductivity of the material itself. This conductivity is given
by

o = q (an + LpD) @7
where [y (cm?*/V-s) is the electron mobility, & (cm?/V-s) is the hole mobility, and
o (Q-cm)™! is the electrical conductivity. For an n-type sample, substitution of (2.1) and
(2.6) in (2.7) gives

n?
o= q(IJ'nND + l“ﬂpﬁl*): qanND (2.8)
D
For a p-type sample, substitution of (2.2) and (2.6) in (2.7) gives
n?
og=q ,u,,N—' + wpNa |=qupNa 2.9)
A

The mobility w is different for holes and electrons and is also a function of the impurity
concentration in the crystal for high impurity concentrations. Measured values of mobility
in silicon as a Function of impurity concentration are shown in Fig. 2.1. The resistivity
p (Q-cm) is usnally specified in preference to the conductivity, and the resistivity of n- and
p-type silicon as a function of impurity concentration is shown in Fig. 2.2. The conductivity
and resistivity are related by the simple expression p = l/o.

2.2.2 Solid-State Diffusion

Solid-state diffusion of impurities in silicon is the movement, usually at high temperature,
of impurity atoms from the surface of the silicon sample into the bulk material. During this
high-temperature process, the impurity atoms replace silicon atoms in the lattice and are
termed substitutional impurities. Since the doped silicon behaves electrically as p-type or
n-type material depending on the type of impurity present, regions of p-type and n-type
material can be formed by solid-state diffusion.

The nature of the diffusion process is illustrated by the conceptual example shown
in Figs. 2.3 and 2.4. We assume that the silicon sample initially contains a uniform con-
centration of n-type impurity of 10'% atoms per cubic centimeter. Commonly used n-type
impurities in silicon are phosphorus, arsenic, and antimony. We further assume that by
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Figure 2.3 An n-type silicon sample with boron
Depth, x (um) deposited on the surface.

Scl)m?r trlneans we deposit atoms of p-type impurity on the top surface of the silicon sam-
gisiﬁbuiig]oztf§ommqqu usgd p-type in.lpuri.ty in SﬂiFOI.l device fabrication is boron. The
Slacoment of tt:mvpurlm?s prior to the diffusion step is illustrated in Fig. 2.3. The initial
L € impurity atoms on the surface of the silicon is called the predeposition
ep Iand can be acgomphshed by a number of different techniques.

aboutfot[}:: ;;rlnp:ﬁ is now .s.ubjec'tcd toa high temperature of about 1100°C for a time of
Silicon, the r, the impurities diffuse into the~ §ample, as illustrated in Fig. 2.4. Within the
disen - th gions in which thclp—type impurities outnumber the original n-type impurities

Play p-type electrical behavior, whereas the regions in which the n-type impurities are
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Figure 2.4 Distribution of impurities after
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more numerous display n-type electrical behavior, The diffusion process has allowed the
formation of a pn junction within the continuous crystal of silicon material. The depth of

this junction from the surface varies from 0.1 wm to 20 pm for silicon integrated-circuit -

diffusions (where 1 pm = 1 micrometer = 107 m).

2.2.3 Electrical Properties of Diffused Layers

The result of the diffusion process is often a thin layer near the surface of the silicon sample
that has been converted from one impurity type to another. Silicon devices and integrated
circuits are constructed primarily from these layers. From an electrical standpoint, if the
pn junction formed by this diffusion is reverse biased, then the layer is electrically isolated
from the underlying material by the reverse-biased junction, and the electrical properties of
the layer itself can be measured. The electrical parameter most often used to characterize
such layers is the sheet resistance. To define this quantity, consider the resistance of auni-
formly doped sample of length L, width W, thickness T, and n-type doping concentration
Np, as shown in Fig. 2.5. The resistance is

poPL 1L
wT o WT
: /
4 /
T
T .
L Figure 2.5 Rectangular sample for
v calculation of sheet resistance.
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Substitution of the expression for conductivity o from (2.8) gives

R= <_1 L _L( 1 \_Lg
quaNp |WT ~ W\qu.NpT |~ W' O (2.10)

Qu'antity RD is the sheet resistance of the layer and has units of Ohms. Since the sheet
resistance is the resistance of any square sheet of material with thickness 7, its units are
often given as Ohms per square (2/]) rather than simply Ohms. The sheet résistance can
be written in terms of the resistivity of the material, using (2.8), as

1 p

RA= —— = =

U gpaNpT — T (2.11)

The di-ffus-ed layer i!lustrated in Fig. 2.6 is similar to this case except that the impurity

concgn;:rauorll) 1is not uniform. However, we can consider the layer to be made up of a
parallel combination of many thin conducting sheets. The conducti i

dx at depth x has a conductance ¢ ueting sheet of tickness

w
G = q(~L—>,u,,ND(x) dx 2.12)
To find the total conductance, we sum all the contributions.
_ X W W (%
G= L qf#nND(X) dx = Zjo qinNp(x) dx (2.13)
Inverting (2.13), we obtain
_ L 1
R = Wl (2.14)
. qunNp(x) dx
Comparison of (2.10) and (2.14) gives
x -1 x -1
Ro = UO g1aNp() dx} ~ [qnn e dx] @.15)
0
A W—

Impurity concentration, atoms/ecm®

Np(x)

Net impurity concentration,
Np{x) =Na(x) = ND(I)

x A Figure 2.6 Calculation of the
resistance of a diffused layer.




84 Chapter 2 w Bipolar, MOS, and BICMOS Infegrated-Circuit Technology

where fLn is the average mobility. Thus (2.10) can be used for diffused layers if the appro-
priate value of R s used. Equation 2.15 shows that the sheet resistance of the diffused
layer depends on the total number of impurity atoms in the Jayer per unit area. The depth
X;jin (2.13), (2.14), and (2.15) is actually the distance from the surface to the edge of the
junction depletion layer, since the donor atoms within the depletion layer do not contribute
to conduction. Sheet resistance is a useful parameter for the electrical characterization of
diffusion processes and is a key parameter in the design of integrated resistors. The sheet
resistance of a diffused layer is easily measured in the laboratory; the actual evaluation of

(2.15) is seldom necessary.

EXAMPLE
Calculate the resistance of a layer with length 50 wm and width 5 pm in material of sheet
resistance 200 Q/C1

From (2.10)

R=?X2OOQ:2KQ

Note that this region constitules 10 squares in series, and R is thus 10 times the sheet
resistance.

In order to use these diffusion process steps to fabricate useful devices, the diffusion
must be restricted to a small region on the surface of the sample rather than the entire
planar surface. This restriction is accomplished with photolithography.

2.2.4 Photolithography

When a sample of crystalline silicon is placed in an oxidizing environment, a layer of
silicon dioxide will form at the surface. This layer acts as a barrier to the diffusion of
impurities, so that impurities separated from the surface of the silicon by a layer of oxide
do not diffuse into the silicon during hi gh-temperature processing. A pn junction can thus
be formed in a selected location on the sample by first covering the sample with a layer
of oxide (called an oxidation step), removing the oxide in the selected region, and then
performing a predeposition and diffusion step. The selective removal of the oxide in the
desired areas is accomplished with photolithography. This process is illustrated by the
conceptual example of Fig. 2.7. Again we assume the starting material is a sample of n-
type silicon. We first perform an oxidation step in which a layer of silicon dioxide (S10;)
is thermally grown on the top surface. usually of thickness of 0.2 pmto 1 wm. The wafer
following this step is shown in Fig. 2.7a. Then the sample is coated with a thin layer of
photosensitive material called photoresist. When this material is exposed to a particular
wavelength of light, itundergoes a chemical change and, in the case of positive photoresist,
becomes soluble in certain chemicals in which the unexposed photoresist is insoluble. The
sample at this stage 1s illustrated in Fig. 2.7b. To define the desired diffusion areas on the
silicon sample, a photomask is placed over the surface of the sample; this photomask is
opaque except for clear areas where the diffusion is to take place. Light of the appropriate
wavelength is directed at the sample, as shown in Fig. 2.7¢, and falls on the photoresist
only in the clear areas of the mask. These areas of the resist arc then chemically dissolved
in the development step, as shown in Fig. 2.7d. The unexposed areas of the photoresist ar¢
impervious to the developer.

Since the objective is the formation of a region clear of 510, the next step is the
etching of the oxide. This step can be accomplished by dipping the sample in an etching

zi(iz n-type wafer Mask
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Figure 2.7 Conceptual example of the use of photolithography to form a pn junction diode. (a)

Grow SiO;. (b) Apply photoresist. (c) Ex
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$i0; and remove photoresist. (f) Predeposit and diffuse impurities. P photoresist. (&) Eieh

solution, such as hydrofluoric acid, or by exposing it to an electrically produced plasma i
a plasma etcher. In either case, the result is that in the regions where the hoto};e i hm
been ’Ifgmovedj the oxide is etched away, leaving the bare silicon surface P st
. e remaining photoresist is next removed by a chemical strippi . i
gg tlzle sample with holes, or windows, in the oxic)i/e at the desired ﬁ)pclgt%o(r)gfn;asu:}?c;\:;a;’r;
p ;g. .?e. T?e sample ROW undergoes a prf:deposition and diffusion step, resulting in the
rmation o p-type regions where the oxide had been removed, as shown in Fig. 2.7f
In.sorr_le instances, the impurity to be locally added to the silicon surface is de ofiied' b :
using ion 1mplantation (see Section 2.2.6). This method of insertion can often 1pt-)ak 1 .
through th; s‘1licon dioxide so that the oxide-etch step is unnecessary. o
t hT_he minimum d1mens1op of the diffused region that can be routinely formed with this
Oecz: nique in device production has decreased with time, and at present is approximately
ém ;;m by 0.2 pm. The‘number of st};h regions that can be fabricated simultaneously
can be c.alculated by‘notmg that the silicon sample used in the production of integrated
’crltrlcm:}s‘ is a round slice, prical.ly 4 inches to 12 inches in diameter and 250 wm thick
b ;Csed (e) gumber of electrically independent pn junctions of dimension 0.2 wm X 0.2 ;er;
integratea C;.Lm apart that can be formed on one such wafer is on the order of 10'!. In actual
niegrated Slrclllnts, a nurpber of masking and d¥ffusion steps are used to form more complex
eures Lic as tran51stors,.but the key points are that photolithography is capable of
o batfh fzbgr(iicr:tlégb;r flfed:;r]rizst'o; th?r shurfa:l:le of the sample and that all of these devices
. me time. Thus the cost of the photomasking and diffusi
flt]zpvsv at?phed to th_e.wafer dur'mg the process is divided amorlig the devicegs or cicricfilizlgg
afer. ’I.‘hxs ability to fabricate hundreds or thousands of devices at once is the k
the economic advantage of IC technology. creve

2.2.5 Epitaxial Growth

Ear i i i
sior:ys tpelanglr tﬁinglstqrs apd the first integrated circuits used only photomasking and diffu-
ps in the fabrication process. However, all-diffused integrated circuits had severe
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Figure 2.8 Triple-diffused transistor and resulting impurity profile.

limitations compared with discrete component girct_xits. Ina trlple-dlffuseddbgolgorntriirtx(;
sistor, as illustrated in Fig. 2.8, the collector region 18 formed by an n-type di us1istance
the p-type wafer. The drawbacks of this structure are ghat the SEI’IFS collectorrrsels) stance
is high and the collector-to-emitter breakdown voltage is .low. VThe ormelr] OCC\lll ector_bag ¢
the impurity concentration in the portion of thg cpllector diffusion below the coth ,Concen_
junction is low, giving the region high resistivity. Thp latter. oceurs becaustla the ¢ neen
tration of impurities near the surface of the collector.ls rellatlvely high, resu tm;%1 mcribed
breakdown voltage between the collector and bas'e dlffl_lsmns at the syurface, alz beslow <
in Chapter 1. To overcome these drawbacks, the impurity cpncentratlon shou _ ef e
the collector-base junction for high breakdown voltage but high 'bclow‘the J}mcqon 0]
collector resistance. Such a concentration profile cannot ble realized with diffusions alone,
epitaxial growth technique was adopted as a result. N
e g;itag(ial (epig) growth cons?sts of formation of a layer of sip.gle-c.rystal §1hcon on tl;z
surface of the silicon sample so that the crystal structure of the silicon is conunuous gcrotl
the interface. The impurity concentration in the epi layelr can be cgqtrolled mdepen gno fy
and can be greater or smaller than in the substrate matgna%. {n addition, the evp;( layer 1; o
ten of opposite impurity type from the substrate on which it s grown. The thl((:j r;‘ess 0 th
layers used in integrated-circuit fabrication varies from I pm to 20 pm, and the tgr‘onin
of the layer is accomplished by placing the wafer in an ambient atmosphere con all eg_
silicon tetrachloride (SiCly) or silane (SiHy) at an elevated temperature. A chemica fr
action takes place in which elemental silicon is depolsited on the s.urface of fthe W?tzg
and the resulting surface layer of silicon is crystalline in structure with few de ect; i e
conditions are carefully controlled. Such a layer is suitable as starting material forF 61:\/1 ?) .
rication of bipolar transistors. Epitaxy is also utilized in some CMOS and most BiC

technologies.
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2.2.6 lon Implantation

Ton implantation is a technique for directly inserting impurity atoms into a silicon wafer.>6
The wafer is placed in an evacuated chamber, and ions of the desired impurity species are
directed at the sample at high velocity. These ions penetrate the surface of the silicon wafer
to an average depth of from less than 0.1 wm to about 0.6 wm, depending on the velocity
with which they strike the sample. The wafer is then held at a moderate temperature for a
period of time (for example, 800°C for 10 minutes) in order to allow the ions to become
mobile and fit into the crystal lattice. This is called an anneal step and is essential to allow
repair of any crystal damage caused by the implantation. The principal advantages of ion
implantation over conventional diffusion are (1) that small amounts of impurities can be
reproducibly deposited and (2) that the amount of impurity deposited per unit area can be
precisely controlled. In addition, the deposition can be made with a high level of uniform-
ity across the wafer. Another useful property of ion-implanted layers is that the peak of
the impurity concentration profile can be made to occur below the surface of the silicon,
unlike with diffused layers. This allows the fabrication of implanted bipolar structures with
properties that are significantly better than those of diffused devices. This technique is also
widely applied in MOS technology where small, well-controlled amounts of impurity are
required at the silicon surface for adjustment of device thresholds, as described in Section
1.5.1.

2.2.7 Local Oxidation

In both MOS and bipolar technologies, the need often arises to fabricate regions of the
silicon surface that are covered with relatively thin silicon dioxide, adjacent to areas cov-
ered by relatively thick oxide. Typically, the former regions constitute the active-device
areas, whereas the latter constitute the regions that electrically isolate the devices from
each other. A second requirement is that the transition from thick to thin regions must
be accomplished without introducing a large vertical step in the surface geometry of the
silicon, so that the metallization and other patterns that are later deposited can lie on a rel-
atively planar surface. Local oxidation is used to achieve this result. The local oxidation
process begins with a sample that already has a thin oxide grown on it, as shown in Fig.
2.9a. First a layer of silicon nitride (SiN) is deposited on the sample and subsequently
removed with a masking step from all areas where thick oxide is to be grown, as shown
in Fig. 2.9b. Silicon nitride acts as a barrier to oxygen atoms that might otherwise reach
the Si-SiO; interface and cause further oxidation. Thus when a subsequent long, high-
temperature oxidation step is carried out, a thick oxide is grown in the regjons where there
is no nitride, but no oxidation takes place under the nitride. The resulting geometry after
nitride removal is shown in Fig. 2.9¢. Note that the top surface of the silicon dioxide has a
smooth transition from thick to thin areas and that the height of this transition is less than
the oxide thickness difference because the oxidation in the thick oxide regions consumes
some of the underlying silicon.

2.2.8 Polysilicon Deposition

Many process technologies utilize layers of polycrystalline silicon that are deposited dur-
ing fabrication. After deposition of the polycrystalline silicon layer on the wafer, the de-
sired features are defined by using a masking step and can serve as gate electrodes for
silicon-gate MOS transistors, emitters of bipolar transistors, plates of capacitors, resistors,
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Figure 2.9 Local oxidation process. {a) Sili-
con sample prior to deposition of nitride. (b)
After nitride deposition and definition. (¢)
{e) After oxidation and nitride removal.

Si

fuses. and interconnect layers. The sheet resistance of such layers can be controlled by the
impurity added, much like bulk silicon, in a range from about 20 (/1 up to very high
values. The process that is used to deposit the layer is much like that used for epitaxy.
However, since the deposition is usually over a layer of silicon dioxide, the layer does not
form as a single-crystal extension of the underlying silicon but forms as a granular (or
polysilicon) film. Some MOS technologies contain as many as three separate polysilicon

layers, separated from one another by layers of Si0,.

2.3 High-Voltage Bipolar integrated-Circuit Fabrication

Integrated-circuit fabrication techniques have changed dramatically since the invention of
the basic planar process. This change has been driven by developments in photolithogra-
phy, processing techniques, and also the trend to teduce power-supply voltages in many
systems. Developments in photolithography have reduced the minimum feature size at-
tainable from tens of microns to the submicron level. The precise control allowed by ion
implantation has resulted in this technique becoming the dominant means of predepositing
impurity atoms. Finally, many circuits now operate from 3 V or 5 V power supplies instead
of from the + 15 V supplies used carlier to achieve high dynamic range in stand-alone in-
tegrated circuits, such as operational amplifiers. Reducing the operating voltages allows
closer spacing between devices in an IC. It also allows shallower structures with higher
frequency capability. These effects stem from the fact that the thickness of junction de-
pletion layers is reduced by reducing operating voltages, as described in Chapter 1. Thus
the highest-frequency IC processes are designed to operate from 5-V supplies or less and
are generally not usable at higher supply voltages. In fact, a fundamental trade-off exists
between the frequency capability of a process and its breakdown voltage.
In this section, we examine first the sequence of steps used in the fabrication of high-
voltage bipolar integrated circuits using junction isolation. This was the original IC process
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p-type substrate

Figure 2.10 Buried-layer diffusion.

and is useful as a vehicle to illustrate i ' icati is sti
vari(z;ls fc;rms to fabricate high-voltagtil iitfciflli‘isl.neth()ds eriC sbricaton. It stllused in
he .abrication of a junction-isolated bipolar integrated circuit i
of fror.n‘ Six to eight masking and diffusion s}zeps. Thegstanincglrfr?a:ttelr?a\l/log e: \?/:fi:quep >
ty;;g silicon, usually 250 wm thick and with an impurity concentration of ap roxir . 117_
10 .atoms/cm?‘We will consider the sequence of diffusion steps requiredpto f o
npn mtegrated—;lrcuit transistor. The first mask and diffusion step, illustrated in Fi OHZH I%H
forms a low-resistance n-type layer that will eventually become a low-resistance ge;th.f ’
the cqllectO.r current of the transistor. This step is called the buried-laver diffusion g d l'(l)r
layer itself is called the buried layer. The sheet resistance of the laye; is in the rar{ Etl:n ftzg
to 50 /17, and the impurity used is usually arsenic or antimony because these img O‘t'
diffuse slowly an_d thus do not greatly redistribute during subsequent processin panes
After.the buned-layer step, the water is stripped of all oxide and an epi l;lyerg 15 grow
as sh_own in Fig. 2.11. The thickness of the layer and its n-type impurity concentralfon dn’
termine the collector-base breakdown voltage of the transistors in the circuit since the't_
material forms the collector region of the transistor. For example, if the circuit is to o e;S
ate at a power-supply voltage of 36 V, the devices generally are required to have BVp :
breakdown voltages above this value. As described in Chapter 1, this implies thatctlE10
plane breakdown voltage in the collector-base junction must be seve;al times this value b :
cause of the effects of collector avalanche multiplication. For BVczo = 36 V, a collectoi
base plane bregkdown voltage of approximately 90 V is required, which impl;es an impu-
1ty concentration in the collector of approximately 10'° atoms/cm® and a resistivit pof
5Q-cm. The thickness of the epitaxial layer then must be large enough to accommogate
the depletion layer associated with the collector-base junction. At36'V, The results of Chav -
t;:lr 1 can be used to show that the depletion-layer thickness is approxi’mately 6 pm. Singe
:h: l;l;lee((ii iltjafye_r dlffuies outward e'xpproximately 8 pwm during subsequent processing, and
1 o 1:;101; \;u 1 b:. apprquately 3 pm deep, a total epitaxial layer thickness of
I heci vjr]; door;i ,e é—n\; glrlcijlt. For circuits with lower operating voltages, thinner
oot ety bepS how}; 1;;::, ayers are used to reduce the transistor collector series
taXiaI;‘olg;;mﬁ :ﬁe 1p1tax1al growth, an oxide layer is grown on the top surface of the epi-
resulins m. A S?rsu ) tstep atrlld bor'on (_p-tzpe) predeposm.on and diffusion are performed,
e no ure shown in Fig. 2.12. The‘ function of this diffusion is to isolate
ectors of the transistors from each other with reverse-biased pn junctions, and it

n-type epitaxial layer

p-type substrate -

Figure 2.11 Bipolar integrated-circuit wafer following epitaxial growth.
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Figure 2.12 Structure following isolation diffusion.
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Figure 2.13 Structure following base diffusion.

is termed the isolation diffusion. Because of the.depﬁh to which the dlffusxinrlgxsucs); ;;gr;i-t
trate, this diffusion requires several hours in a dlffl_lsmn furnace at g;ré)cra‘:a s
1200°C. The isolated diffused layer has a sheet resistance from 20 - ffto N S.h o
The next steps are the base mask, base predf:posmon, and base_. i 1u51onk,las. Shown
in Fig. 2.13. The latter is usually a boron diffusion, and the resulting ai/(:}rl 2 8 sheet
resistance of from 100 (/] to 300 1/[J, and a depth of 1 p.m to 3 um z} e ofthe
process. This diffusion forms not only the bases of t-he tran.51s_tors, but also many
resistors in the circuit, so that control of the sheet resistance 1s important. S by a mask
Following the base diffusion, the emitters of thf: trgnmstors are fogmi: ystance .
step, n-type predeposition, and diffusion, as'shown in Fig. 2.14. The shet:j : Iffesslion iy
between 2 /(] and 10 O/, and the depth is 0.5 pm to 2.5pum after the di uh (.mtact
diffusion step is also used to form a low-resistance region, whllch _servels as t eocm et
to the collector region. This is necessary because ohr.m.c contact is dlfﬁcu't ]t(:i _acct1 pThe
between aluminum metallization and the high-resistivity epnaxml material directly. e
next masking step, the contact mask, is used to open ho}es in the oxide over t(};e terrtxlllem,
the base, and the collector of the transistors so that electrical contact can be ma eto fel._
Contact windows are also opened for the passive components on the chip. The entire wa

n-type impurities i

p-iype stibsirate

p-type base Si0,

Figure 2.14 Structure following emitter diffusion.
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Collector contact ~ Emitter Base SiO,

p.-t){pé _éLfbs'traté )
Figure 2.15 Final structure following contact mask and metallization.

is then coated with a thin (about 1 pwm) layer of aluminum that will interconnect the circuit
elements. The actual interconnect pattern is defined by the last mask step, in which the
aluminum is etched away in the areas where the photoresist is removed in the develop step.
The final structure is shown in Fig. 2.15. A microscope photograph of an actual structure
of the same type is shown in Fig. 2.16. The terraced effect on the surface of the device
results from the fact that additional oxide is grown during each diffusion cycle, so that
the oxide is thickest over the epitaxial region, where no oxide has been removed. is less
thick over the base and isolation regions, which are both opened at the base mask step,
and is thinnest over the emitter diffusion. A typical diffusion profile for a high-voltage,
deep-diffused analog integrated circuit is shown in Fig. 2.17.

This sequence allows simultaneous fabrication of a large number (often thousands)
of complex circuits on a single wafer. The wafer is then placed in an automatic tester,
which checks the electrical characteristics of each circuit on the wafer and puts an ink
dot on circuits that fail to meet specifications. The wafer is then broken up. by sawing
or scribing and breaking, into individual circuits, The resulting silicon chips are called
dice, and the singular is die. Each good die is then mounted in a package, ready for final
testing.

Base contact window

Base metailizat'on

- . Emitter contact window
Edge of base diffusion /

Edge of emitter ciffusion

Emitter mettization

Edge of vollector » diffusion
Coitector meraitization

Colinctor contact window

Figure 2.16 Scanning electron microscope photograph of npn transistor structure.
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deep-diffused process.

2.4 Advanced Bipolar Integrated-Circuit Fabrication

i i i ted circuits currently manufactured uses Fhe ba-
A large ﬁacuortliOsfc‘;;gg}iafna&ﬂ(;grelsitggzasection, or variations thereof. The fabr.lcat‘lon se;
o techpology' f:1 simple and low in cost. However, many of the circuit apphcatlor_xs_ 0’
e i rel'anvert);mce have demanded steadily increasing frequency response capabl.llF),
Comemlal lmpodire:ctly 10 a need for transistors of higher frequency-response bcapat_nhty
which ranslals The higher speed requirement dictates a device structure with thmp'er
e technolog()i’- ce base transit time and smaller dimensions overall to rgduct? parasitic
dih o ;?h; smaller device dimensions require that the width of the junction deple-f
in the structure be reduced in proportion, whict} in turn requires tk::u ‘:;izr(;
ltages and higher impurity concegtranons in the device s are&
f bipolar fabrication technologies h?s evolved thkzlltt,hcii)l;ne[; e
o he gl B e e xidioed regions for isclton nscad of

o o ‘

ety hea_vily 'dopse(;:g ‘;ﬁf)llslizlii{;rs »1:;1;0:;;2’ source of dopant for the emitter. Becaust:
d;ftf}‘: Sedrg:xitgloi;i)onance of this class of bipolar process, the sequence for such a proces
ofthe g

is described in this section.

base wi
capacitances.
tion layers within th
lower circuit operating vo
To meet this need, & class 0
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n-type epitaxial layer SiO,
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Figure 2.18 Device cross section following initial buried-layer mask, implant, and epitaxial-layer
growth.

The starting point for the process is similar to that for the conventional process, with
a mask and implant step resulting in the formation of a heavily-doped n* buried layer in a
p-type substrate. Following this step, a thin n-type epitaxial layer is grown, about 1 pm in
thickness and about 0.5 Q-cm in resistivity. The result after these steps is shown in cross
section in Fig. 2.18.

Next, a selective oxidation step is carried out to form the regions that will isolate
the transistor from its neighbors and also isolate the collector-contact region from the rest
of the transistor. The oxidation step is as described in Section 2.2.7, except that prior to
the actual growth of the thick SiO; layer, an etching step is performed to remove silicon
material from the regions where oxide will be grown. If this is not done, the thick oxide
growth results in elevated humps in the regions where the oxide is grown. The steps around
these humps cause difficulty in coverage by subsequent layers of metal and polysilicon that
will be deposited. The removal of some silicon material before oxide growth results in a
nearly planar surface after the oxide is grown and removes the step coverage problem in
subsequent processing. The resulting structure following this step is shown in Fig. 2.19.
Note that the SiO; regions extend all the way down to the p-type substrate, electrically
isolating the n-type epi regions from one another. These regions are often referred to as
moats. Because growth of oxide layers thicker than a micron or so requires impractically
long times, this method of isolation is practical only for very thin transistor structures.

Next, two mask and implant steps are performed. A heavy n* implant is made in the
collector-contact region and diffused down to the buried layer, resulting in a low-resistance
path to the collector. A second mask is performed to define the base region, and a thin-base
p-type implant is performed. The resulting structure is shown in Fig. 2.20.

A major challenge in fabricating this type of device is the formation of very thin base
and emitter structures, and then providing low-resistance ohmic contact to these regions.
This is most often achieved using polysilicon as a doping source. An n* doped layer of
polysilicon is deposited and masked to leave polysilicon only in the region directly over
the emitter. During subsequent high-temperature processing steps, the dopant (usually

/ S10z oats \/—¥

. _1'J—t'yp'e substrate

Figure 2.19 Device cross section following selective etch and oxidation to form thick-oxide
moats.
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Figure 2.20 Device cross section following mask, implant, and diffusion of collector n™* region,

and mask and implant of base p-type region.
l l p* implant l

n* polysilicon emitter
p* base layer \

/ n~ epi layer
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* ptype substrate-.

B . .t AL . " . - . . ’ .‘ d
Figure 2.21 Device cross section following poly deposition and mask, base p-type implant, an
thermal diffusion cycle.

arsenic) diffuses out of the polysilicon and into the crystal.li.ne silicon, formtlngeai\r;tlerilatnhtuil;
heavily doped emitter region. Following the poly deposttion, a hea\ﬁ' p- ytp; o tge o
performed, which results in a more heavily doped p-type 1ay.e.r at a plofm e
region except directly under the polysilicon,. where the polysxlxcor} 1ts?rh acl s
to prevent the boron atoms from reaching this part of the base region. 1he §
results following this step is shown iq Fig. 2.21.
This method of forming low-resistance reg
aligned structure because the alignment of t'he base 1
tomatically and does not depend on mask alignment.
technology, described later in this chapter.
The final device structure after metal
are made of SiO,, the metallization contact windows can over.

jons to contact the base is called a self-
egion with the emitter hap?ens au-
Similar processing is used in MOS

lization is shown in Fig. 2.22. Since the moats
lap into them, a fact that

Collector contact
metal

Base contact /
2 TRRID

Polysilicon emitter

. l;-ty'pé_ s.ubs-trét.é ;

at collector and base contact windows can overlap
hown here would be made on an extension of the
allowing the minimum possible emitter s1ze.

Figure 2.22 Final device cross section. Note th
moat regions. Emitter contact for the structure s
polysilicon emitter out of the device active area,
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Step coverage
into contact thraugh
Depasited opening in Second-metal
{CVD) oxide deposited oxide interconnect to base

Thermal {grown} .
oxide Base contact {first metal)

Oxide opening Coliector contact Polysilicon Second-metal Second-metal

defining base {first metal) emitter interconnect inrerconnect
region to collector 10 enitter
(a) (o)

Figure 2.23 Scanning-electron-microscope photographs of a bipolar transistor in an advanced,
polysilicon-emitter, oxide-isolated process. (a) After polysilicon emitter definition and first-metal
contact to the base and collector. The polysilicon emitter is 1 pm wide. (b) After oxide deposition,
contact etch, and second-metal interconnect. [QUBIc process photograph courtesy of Signetics.]

dramatically reduces the minimum achievable dimensions of the base and collector re-
gions. All exposed silicon and polysilicon is covered with a highly conductive silicide (a
compound of silicon and a refractory metal such as tungsten) to reduce series and con-
tact resistance. For minimum-dimension transistors, the contact to the emitter is made by
extending the polysilicon to a region outside the device active area and forming a metal
contact to the polysilicon there. A photograph of such a device is shown in Fig. 2.23, and
a typical impurity profile is shown in Fig. 2.24. The use of the remotc emitter contact with
polysilicon connection does add some series emitter resistance, so for larger device geome-
tries or cases in which emitter resistance is critical, a larger emitter is used and the contact
is placed directly on top of the polysilicon emitter itself. Production IC processes’® based
on technologies similar to the one just described yield bipolar transistors having f; val-
ues well in excess of 10 GHz, compared to a typical value of 500 MHz for deep-diffused,
high-voltage processes.

2.5 Active Devices in Bipolar Analog Integrated Circuits

The high-voltage IC fabrication process described previously is an outgrowth of the one
used to make npn double-diffused discrete bipolar transistors, and as a result the process
inherently produces double-diffused npn transistors of relatively high performance. The
advanced technology process improves further on all aspects of device performance except
for breakdown voltage. In addition to npn transistors, pnp transistors are also required in
many analog circuits, and an important development in the evolution of analog IC tech-
nologies was the invention of device structures that allowed the standard technology to
produce pnp transistors as well. In this section, we will explore the structure and properties
of npn, lateral pnp, and substrate pnp transistors. We will draw examples primarily from
the high-voltage technology. The available structures in the more advanced technology
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Figure 2.24 Typical impurity profile in a shallow oxide-isolated bipolar transistor.

are similar, except that their frequency response is correspondingly higher. We will include
representative device parameters from these newer technologies as well.

2.5.1 Integrated-Circuit npn Transistors

The structure of a high-voltage, integrated-circuit npn transistor was described in the last
section and is shown in plan view and cross section in Fig. 2.25. In the forward-active
region of operation, the only electrically active portion of the structure that provides current
gain is that portion of the base immediately under the emitter diffusion. The rest of the
structure provides a top contact to the three transistor terminals and electrical isolation of
the device from the rest of the devices on the same die. From an electrical standpoint, the
principal effect of these regions is to contribute parasitic resistances and capacitances that
must be included in the small-signal model for the complete device to provide an accurate
representation of high-frequency behavior.

An important distinction between integrated-circuit design and discrete-component
circuit design is that the IC designer has the capability to utilize a device geometry that
is specifically optimized for the particular set of conditions found in the circuit. Thus the
circuit-design problem involves a certain amount of device design as well. For exam-
ple, the need often exists for a transistor with a high current-carrying capability to be
used in the output stage of an amplifier. Such a device can be made by using a larger de-
vice geometry than the standard one, and the transistor then effectively consists of many
standard devices connected in parallel. The larger geometry, however, will display larger
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Figure 2.25 Integrated-circuit npn transistor. The mask layers are coded as shown
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wher S ﬂle eﬂllttel'b & lunCtIOﬂ area, Q 18 th y T it
here Ai as B € total llulnbef Of lmpurlt atoms pe un

area in the base, 7; is the iﬂmnsic Carrier COnCentIatiOn, a.nd D,, iS the C“CCUVC dlf-iuslon
s T4 ' :

]ISta]l[ fOI e]eCUOI\S i“ the base Iegion Of the transistor. From I lg. 2 1 ;, tlle quanmy !2

Cco B

. . . . dbe
o identified as the area under the concentration curve in the base region. This coul

i i i nts
gart‘et;mined graphically but is most easily determined experimentally from measureme
e

f the base-emitter voltage at a constant collector current. Substitution of (2.16) in (1.35)
o .
gives

0s _ ,q. VsE @217

—— — —_— x p——
D e PV,

and Qg can be determined from this equation.

EXAMPLE

_emitter voltage of 550 . :
‘sbi‘slzgrsewith a2 100 wm X 100 pm emitter area. E.snmate QB. if T
1. we have n; = 1.5 % 1010 cm—3. Substitution in (2.17) gives

i t a collector current of 10 p.A on a testtran-
mV is measured at a co A o ehapter

- 20
,1.6x 1071 x 225 X 10 exp(550/26)

%9- = (100 X 107%) B

5.54 x 10" em ™t s

1

At the doping levels encountered in the base, an approximate value of Dy, the electron

diffusivity, is
D, = 13cm? s7*

Thus for this example,
Op = 5.54%x 10" x 13 em=? = 7.2 X 10'2 atoms/cm’

Note that Op depends on the diffusion profiles and will be didfffereilt for dxflftere:t) ;}ggtsi ;)i
. oo : oltag
fabrication processes intended for lower vt
processes. Generally speaking, ed | e red pro.
i i i lues of Op. Within one nominally
use thinner base regions and display lower va n one ec o
cess, O can vary by a factor of two or three to one because of dlffgsxon process va;rlalt;;)irz)sn
The ’principal significance of the numerical value for Qg 18 that_ it allows ’the ;:.a C\.;r on
of the saturation current I for any device structure once the emitter-base junction

known.

. . ve
Series Base Resistance I,. Because the base contact1s phys1§zla)11y remmt;’e: Cfgirtr; (t:}tlz 23&3}6
igni i ic resi i tween
i ificant series ohmic resistance is observed betw '
tive bave, T ¢t on the high-frequency gain z}nd
Fig. 2.26a, this resistance consists
f the path between the base contact and the
that resistance between the edge of

active base, This resistance can have a significant effc
on the noise performance of the device. As illustrated in
of two parts. The first is the resistance 751 0 .
edge of the emitter diffusion. The second part r 1S

Figure 2.26 (a) Base resistance
components for the npn
transistor.
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Emitter
diffusion

I N
Base O )
contact NVE um }
AN Figure 2.26 (b) Calculation of r;. The
F 7p; component of base resistance can be
estimated by calculating the resistance of
] the rectangular block above.

the emitter and the site within the base region at which the current is actually flowing.
The former component can be estimated by neglecting fringing and by assuming that this
component of the resistance is that of a rectangle of material as shown in Fig. 2.26b. For
a base sheet resistance of 100 (/] and typical dimensions as shown in Fig. 2.26b, this
would give a resistance of
= 0BB 600 - 400
25 pm

The calculation of 7, is complicated by several factors. First, the current flow in this
region is not well modeled by a single resistor because the base resistance is distributed
throughout the base region and two-dimensional effects are important. Second, at even
moderate current levels, the effect of current crowding® in the base causes most of the
carrier injection from the emitter into the base to occur near the periphery of the emitter
diffusion. At higher current levels, essentially all of the injection takes place at the periph-
ery and the effective value of r, approaches ry. In this situation, the portion of the base
directly beneath the emitter is not involved in transistor action. A typically observed vari-
ation of r, with collector current for the npn geometry of Fig. 2.25 is shown in Fig. 2.27.
In transistors designed for low-noise and/or high-frequency applications where low ry, is
important, an effort is often made to maximize the periphery of the emitter that is adja-
cent to the base contact. At the same time, the emitter-base junction and collector-base
junction areas must be kept small to minimize capacitance. In the case of high-frequency
transistors, this usually dictates the use of an emitter geometry that consists of many narrow
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Figure 2,27 Typical variation of effective
small-signal base resistance with collector
current for integrated-circuit npn
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l?fyﬁ,lped" as shown i.n Fig. 2.28b. Under the assumptions that the top and bottom surface
0 : e region are equ{poteptlal surfaces, and that the current flow in the region takes pla :
only in the vertical direction, the resistance of the structure can be shown to be place

lng—
_PT \b

WL(a—Db) o (2.18)
where .
Figure 2.28 (a) Components of collector resistance 7e. T = thickness of the region
p = resistivity of the material
f stripes with base contacts between them. The ease with which the designer can use such W, 2 i r’ltflth,fle;llgthpf the top rectangle
” ; device geometries is an example of the flexibility allowed by monolithic IC construction. ‘ . r:tig gf thz I’;;d‘gl(gft{l;elfﬁom rectangle to the width of the top rectangle
| g ottom rectangle to the length of the top rectangle
1 series Collector Resistance 7c. The series collector resistance is important both in high- Direct application of this expression to the case at hand would gi ot
; frequency circuits and in low-frequency applications where low collector-emitter satura- 3 value of resistance, because the assumption of one-dimensi l;glf‘im o unre.ahstlcal.ly low
R tion voltage is required. Because of the complex three-dimensional shape of the collector when the dimensions of the lower rectangle are much } lonath ow s seriously violated
{ region itself, only an approximate value for the collector resistance can be obtained by ‘ angle. Equation 2.18 gives realistic results when the sidear gefrth o tl}()se of the top rect-
1 hand analysis. From Fig. 2.28, we see that the resistance consists of three parts: that from about 60° or less with the vertical. When the angle of ths O'd c s form an angle of
1 the collector-base junction under the emitter down to the buried layer, re1; that of the buried point, the resistance does not decrease very muchgbecaus y ;ltheslls increased beyond this
layer from the region under the emitter over to the region under the collector contact, 7¢2; between the top electrode and the remote regions of the f)ott ¢ long path for current.ﬂow
and finally, that portion from the buried layer up to the collector contact, r.3. The small- of the bottom electrode should be determined either b th: 3m ele; ode. Thus the limits
n can be estimated by adding the edges of the emitter plus a distance equal to aboilxt twfceg:ﬁeovxf;;r:ﬁ?cgcfszo;b};
0

signal series collector resistance in the forward-active regio

the resistance of these three paths. the region, whichever is smaller. For the case of r,)

cl»

m  EXAMPLE : ; T =5um=5x10""cm
: ’ p=50-cm

Estimate the collector resistance of the transistor of Fig. 2.25, assuming the doping profile
of Fig. 2.17. We first calculate the ro; component. The thickness of the lightly doped epi . We assume that the effective emitter dimensions are those defined by th k ol
y the mask plus ap-

layer between the collector-base junction and the buried layer is 6 pm. Assuming that the . proximately 2 pm of side diffusion on each edge. Thus

collector-base junction is at zero bias, the results of Chapter 1 can be used to show that the
depletion layer is about 1 pm thick. Thus the undepleted epi material under the base is
5 pm thick.

The effective cross-sectional area of the resistance r.; is larger at the buried layer .
than at the collector-base junction. The emitter dimensions are 20 wm X 25 pm, while the For this case, the buried-layer edges

. . . . . . . > are furth ; .
buried layer dimensions are 4] pm X 85 pm on the mask. Since the buried layer side- thickness 7 on all four sidZs whegn sidee dlilffusil;)?)v;l: }tlag:rrxn i:ﬁg ?;?erte%ghe [hgln tv;/;ce the

unt. Thus the effective

diffuses a distance roughly equal to the distance that it out-diffuses, about 8 wm must be buried-layer dimensions that we use in (2.18) are

added on each edge, giving an effective size of 57 wm X 101 pum. An exact calculation of
the ohmic resistance of this three-dimensional region would require a solution of Laplace’s

equation in the region, with a rather complex set of boundary conditions. Consequently,

W =20um+4pm=24x10"%cm
L=25um+4pm=29x10*cm

W = W+4T = 24 pm + 20 um = 44 pm
Lpr = L+4T =29 um + 20 pm = 49 pm

we will carry out an approximate analysis by modeling the region as a rectangular paral- and
_ 44 pum
a=57 om 1.83
49 pm
b= —""— =
29 pm 1.69

Thus from (2.18),

5)5 %1074

Figure 2.28 (b) Model for calculation of collector
Fo =
1T 24X 10 H29 X 1079

resistance.

(0.57)Q =204 Q)
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i emitter fo the center Of ﬂle CO“eCtOr-COntaCt dlffuslon 18 62 p.m,

f the : } o
tancetf romc;ttlkf g? rt‘liirt())uﬂed layer is 41 pm. The r, component is thus, approximately
and the Wt

L 62pm) _ 300
rez = (20 Q/D) (W) =20 Q/D(\41 l-km>

iffusi into account because the ohmic resis-
. d.laver side diffusion was not taken In : : pest
Here ot bur‘tl)e?igiy&yer is determined entirely by the number of 1mpu§ly at:ir:ssa:nd thz
tar;;:e OS t[hie ?2 15)] into the silicon, which is determined by the mask dimen
diffused [s . :
i ed layer. . ‘

e rcSlstanC?C(ilfl;EZr\: li)r; reis )t,he dimensions of the collector-coqtact nt (thftfk\llesxl;);tzrnel

FOY;T:; Cam including side diffusion. The distance fromthe bun—ed612;yetl;1 c;n e bonom,
lﬁt‘:xrenn“f dif‘;usion is seen in Fig. 2.17 t0 be 6.5 pm, and thus T = 6.5
0

On the three Sldes Of the COHCC{OI n dlﬁus“)n tha[ do not faCC the baSe reglon, tlle out-

e i
diffused buried layer extends only 4 pm outside the n* diffusion, and thus the effective
iffuse

i ides.
i ion of the buried layer i8 determined by the actual bune.d-lalycr efisgg gix; tt:;s: ;T’ >
dlmeﬂSlC}d facing the base region, the effective edge of the puned layer1 distance 2 or
O; . ea; fro%n the edge of the n* diffusion. The effective buried-layer dimens
13 pm, aw

the calculation of 7.3 aré thus 35 pm X 57 pm. Using (2.18),

_ ,ﬂ‘?éjﬁ)——%ﬁ — 2430
7 T g% 10-H(#9 X 1079

The total collector resistance is thus
re = el L o Rl 531 Q

I he Value actuall Ob erved in suc dev e th this for three a-
Jist hat 1
y S d h 1ces 1S 8O EW. OWeI an 1 y Ic

sons. First, we have approximated the flow as ona-dlmenswnlaiecmr-base e ation Tayer
dimensional. Second, for larger collector-base voltages, the co o et i e
extends further into the epi, decreasing 1. Finally, the'value pf :)c tth eae : re};ion e the
that for a saturated device. In saturationt,, hs(:;sma;ei olrr‘ljz(;:g?hg mOdete O e ivity
effm;l‘el' b};(:ngfoe;w;ri;:ézizz zﬁlrl:;tf lrevzls.m Thus the collector resistancg gle Eiass:rei
?Nk:exel :EE device is in saturation is closer o (rez + 7c3), of about 250 to 300 {1. c

smaller in saturation than in the forward-active region.

i is si itance
Collector-Base Capacitance. The collector-base capacitance 1; §(:rr‘rlglfyttt£ej§igzcgn et
of the collector-base junction including both thfa ﬁaF bottom po 1 o ype cpitaxial
the sidewalls. This junction is formed by the diffusion of boron I e ity
material that we will assume has 2 resistivity of 5 (-cm, gorrequn m ugCh ety
concentration of 1015 atoms/cm’. The uniformly doped epi layer 1Seu B mated b
doped than the p-diffused region, and as 2 rgsult, this Jungtl()ln is \t»;‘ ! Ii)taxial ey
a step junction in which the depletion Jayer lies almost entirely in ctionls) e e applicd,
Under this assumption, the results of Chapter 1 regardxpg step jun o e Fig oy
and for convenience this relationship has .been plotted in nomograp!
This nomograph is a graphical representation of the relation

Cj _ [_4eNs ' (2.19)
A\ 2o+ Ve
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Figure 2.29 Capacitance and depletion-layer width of an abrupt pn junction as a function of ap-
plied voltage and doping concentration on the lightly doped side of the junction'!

where Np is the doping density in the epi material and V is the reverse bias on the junction.
The nomograph of Fig. 2.29 can also be used to determine the junction depletion-region
width as a function of applied voltage, since this width is inversely proportional to the
capacitance. The width in microns is given on the axis on the right side of the figure.
Note that the horizontal axis in Fig. 2.29 is the fotal junction potential, which is the
applied potential plus the built-in voltage . In order to use the curve, then, the built-
in potential must be calculated. While this would be an involved calculation for a dif-
fused junction, the built-in potential is actually only weakly dependent on the details of
the diffusion profile and can be assumed to be about 0.55 V for the collector-base junc-

tion, 0.52 V for the collector-substrate junction, and about 0.7 V for the emitter-base
junction.

EXAMPLE

Calculate the collector-base capacitance of the device of Fig. 2.25. The zero-bias capaci-
tance per unit area of the collector-base junction can be found from Fig. 2.29 to be approx-
imately 10~* pF/um?. The total area of the collector-base junction is the sum of the area
of the bottom of the base diffusion plus the base sidewall area. From Fig. 2.25, the bottom

area is
Apoom = 60 pm X 45 pm = 2700 um?

The edges of the base region can be seen from Fig. 2.17 to have the shape similar to one-

quarter of a cylinder. We will assume that the region is cylindrical in shape, which yields
asidewall area of

ks
Asidewa\] = PXdX 5
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where
P = base region periphery
d = base diffusion depth

Thus we have

Ageay = 3 pun X (60 wm + 60 pn + 45 wm + 45 pm) X g = 989 pm?

and the total capacitance is
Cpo = (Avoom + Asidewan)(107" pF/pm?) = 0.36 pF

Collector-Substrate Capacitance. The collector-substrate capacitance consists of three

portions: that of the junction between the buried layer and the substrate, that of the sidewall
of the isolation diffusion, and that between the epitaxial material and the substrate. Since
(he substrate has an impurity concentration of about 106 cm ™2, it is more heavily doped
than the epi material, and we can analyze both the sidewall and epi-substrate capacitance

under the assumption that the junction is a one-sided step junction with the epi material

as the lightly doped side. Under this assumption, the capacitance per unit area in these
regions is the same as in the collector-base junction.

EXAMPLE
Calculate the collector-substrate capacitance of the standard
of the collector-substrate sidewall 18

device of Fig. 2.25. The area

Asidewan = (17 pm)(140 pm + 140 pm + 95 pm + 95 pm) <%> = 12,550 pmz

We will assume that the actual buried layer covers the area defined by the mask,

indicated on Fig. 2.25 as an area of 41 wm % 85 ym, plus 8 pm of side-diffusion on
each edge. This gives a total area of 57 pm X 101 pm. The area of the junction between
the epi material and the substrate is the total area of the isolated region, minus that of the
buried layer.

= (140 pm X 95 pm) — (57 wm x 101 pm)

7543 pm?

Aepi—subsuale

The capacitances of the sidewall and epi-substrate junctions are, using a capacitance pet
unit area of 1074pF/um?
C.q0 (sidewall) = (12,550 wm?)(10*pF/um?) = 1.26 pF
C,s(epi-substrate) = (7543 wm?)(10~ pF/um?) = 0.754 pF
For the junction between the buried layer and the substrate, the lightly doped side of
the junction is the substrate. Assuming a substrate doping level of 1016 atoms/cm’, an
a built-in voltage of 0.52 V, we can calculate the zero-bias capacitance per unit area as
3.3 X 1074 pF/um?. The area of the buried layer is
Apy = 57 wm X 101 pm = 5757 wm?
and the zero-bias capacitance from the buried layer to the substrate is thus

Coo(BL) = (5757 pm*)(3.3 X 1074 pF/um®) = 1.89 pF
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The total zero-bias, collector-substrate capacitance is thus
Ceso = 1.26 pF + 0.754 pF + 1.89 pF = 3.90 pF

En;nﬁt'fler-;luseT Capacitance. The emitter-base junction of the transistor has a doping
?:a tioﬁ onatb 1sthnoFdwellfaI;)prox1mated by a step junction because the impurity c0ncen!i
oth sides of the junction varies with distance i i

. . in a rather complicated wa
glgrgge;rmoret.hthe m;iewall)l capacitance per unit area is not constant but varies with diz
om the surface because the base impurit i i i _
: ' : : y concentration varies with distance
Adprecxs§ evaluation of thl_s capacitance can be carried out numerically, but a ﬁrst-.
ogrer tegnma'te of Fhe capacitance can be obtained by calculating the capacitance of an
?0 tl;]g CJOUHCUCEH t\lVlthA anhlmbpurlty concentration on the lightly doped side that is equal
ncentration in the base at the edge j i i ibution i
et ge of the junction. The sidewall contribution is

EXAMPLE

glz;lc;lgtse the zero-bias, emitter-base junction capacitance of the standard device of
We.ﬁrst estimate the impurity concentration at the emitter edge of the base regio
?rom l:g. 2.17, it can be seen that this concentration is approximately 107 atomse/%:lm]}
rom the nomograp{x}of Fig. 22.29,.th15 abrupt junction would have a zero-bias capacitancé
per unit area of 1073 pF/um?. Since the area of the bottom portion of the emitter-b
junction is 25 wm X 20 wm, the capacitance of the bottom portion is e

Chottom = (500 Mmz)(1073 PF/LLmz) = 0.5 pF

Again assuming a cylindrical cross section, the sidewall area is given by
Asigewan = 2 (25 pm + 20 wm) (g)(z.s pwm) = 353 um?

ASSulnlllg that the Capacltance per untt are. PP el [he € as
rea of the SI(ICWHH S approximat Yy Sam

Csidewall = (353 l-l-mz)(lo_3 pF/p.mz) = 0.35 pF
The total emitter-base capacitance is
Cj0 = 0.85pF

Curr i i 1
cur ;ri\ltchzgi.er/\l§fd[§scrlbed hln bChapter 1, the current gain of the transistor depends on
- ifetime in the base, which affects the base t g
hiporty-carrier Lfedme § ‘ ase transport factor, and on the
¢ g emitter, which affects the emitter efficienc
Lin t : iency. In analog IC -
o which a ' g TOCESS
nogl, ;t{«;:nll)iz;;egn}ln(:rlty-cagrlir lifetime is sufficiently long that the base transport }f)actor 1s
ing factor in the forward current gain in npn transi i
poua ‘ ; 0 in npn transistors. Because the emitter
regiog 1; h;a\/lly dopeq \ylth phosphorus, the minority-carrier lifetime is degraded in this
].evel .ang hcurreth gain is limited primarily by emitter efficiency.!?> Because the doping
, ence lifetime. vary with distance in the emi 1 1

o e, | with emitter, the calculation of emitter ef-
roo:lcty for the npn transistor is difficult, and measured parameters must be used. The
o temll)er;lture current gain typically lies between 200 and 1000 for these devices' The
0 gain falls with decreasing temperature, usually to a value of from 0.5 to 0.75 tim

e room temperature value at —55°C. A e
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Typical Value, Typical Value,
5-Q-cm,17-p.m epi 1-Q-cm,10-p.m epi
Parameter 44-V Device 20-V Device

Br 200 200
Br 2 2
Va4 130V 90V
7 2x 107 2.8 %1074
Is 5x107 A 1.5x107% A
Ico 107 1°A 107 1°A
BVceo 50V 25V
“ BVcpo 90V 50V
" BVego A A%
T 0.35ns 0.25 ns
TR 400 ns 200 ns
Bo 200 150
s 200 Q) 200 )
7. (saturation) 200 Q 75 Q)
) Tex 20 20
Base-emitter Cje0 1pF 1.3 pF
junction { Yoe 07V 07V
e s 033 0.33
Base-collector Cuo 0.3 pF 0.6 pF
junction { Woe 0.55V 06V
ne 0.5 0.5
Collector- Ceso 3 pF 3pF
substrate { Pos 0.52V 0.58 V
junction ns 0.5 0.5

Figure 2.30 Typical parameters for high-voltage integrated npn transistors with 500 wm? emitter
area. The thick epi device is typical of those used in circuits operating at up to 44 V power-supply
voltage, while the thinner device can operate up to about 20 V. While the geometry of the thin epi
device is smaller, the collector-base capacitance is larger because of the heavier epi doping. The
emitter-base capacitance is higher because the base is shallower, and the doping level in the base
at the emitter-base junction is higher.

summary of High-Voltage npn Device Parameters. A typical set of device parameters
for the device of Fig. 2.25 is shown in Fig. 2.30. This transistor geometry is typical of
that used for circuits that must operate at power supply voltages up to 40 V. For lower
operating voltages, thinner epitaxial layers can be used, and smaller device geometries
can be used as a result. Also shown in Fig. 2.30 are typical parameters for a device made
with 1-Q-cm epi material, which is 10 pm thick. Such a device is physically smaller and
has a collector-emitter breakdown voltage of about 25 V.

Advanced-Technology Oxide-isolated npn Bipolar Transistors. The structure of an ad-
vanced oxide-isolated, poly-emitter npn bipolar transistor is shown in plan view and cross
section in Fig. 2.31. Typical parameters for such a device are listed in Fig. 2.32. Note the
enormous reduction in device size, transit time, and parasitic capacitance compared to the
high-voltage, deep-diffused process. These very small devices achieve optimum perfor-
mance characteristics at relatively low bias currents. The value of B for such a device
typically peaks at a collector current of about 50 A. For these advanced-technology traf-
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Figure 2.31 Plan view and cross secti‘on 0% a sical nced : oy b .
- : typical advanced-technology bipolar transi
the much smaller dimensions compared with the high-voltage device. B Dipolar ransisor. Note

sistors, the use of ion implantation allows i g
; precise control of very shallow emitt
g(l); Stlum) aqd base (0.2 p,m). regions. The resulting base width is of the order of 0.1 pm arf(g
.99) predicts a base transit time about 25 times smaller than the deep-diffused devi;e of

Fig. 2.17. This is ob: i i e !
about 13 GHz. served in practice, and the ion-implanted transistor has a peak fr of

2.5.2 Integrated-Circuit pnp Transistors

OAfstrﬁznlils(;r;eg) pgz"/llgl:;lyigihe 1ptegrated—_circpit bipolar fabrication process is an outgrowth
ently prodoces ild doub e-dlffusgd epitaxial npn transistors, and the technology inher-
cable berforms : pn tranmstors.of high pedomance, However, pnp transistors of compa-
integrted Circuﬁ: arcdnot easily proc}uced in the same process, and the carliest analog
oo used no pnp transistors. Thc? lack of a complementary device for use

sing, level shifting, and as load devices in amplifier stages proved to be a severe

-
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Vertical npn Lateral pnp
Transistor with 2 pm?  Transistor with 2 wm?

Parameter Emitter Area Emitter Area
Br 120 50
Br 2 3

Va 35V 30V

Is 6x 10718A 6 x 107 18A
ICU 1 pA 1 pA
BVc¢Eo 8V 14V
BVcro 18V 18V
BVigo 6V 18V

TF 10 ps 650 ps

TR Sns 5ns

ry 400 200 Q

re 100 Q 200

Tex 40 O 100

Cjeo 5fF 14 fF

Yo 0.8V 07V

ne 04 0.5

Cuo S{F 15 fF

Yoe 0.6V 0.6V

ne 0.33 0.33

Cer (Cb:()) 20 fF 40 fF

Wos 0.6V 0.6V

s 0.33 04

Figure 2.32 Typical device parameters for bipolar transistors in a low-voltage, oxide-isolated, ion-

implanted process.

limitation on the performance attainable in analog circuits, leading to the development

of several pnp transistor structures that are compatible with the standard IC fabrication

process. Because these devices utilize the lightly doped n-type epitaxial material as the
base of the transistor, they are generally inferior to the npn devices in frequency response
and high-current behavior, but are useful nonetheless. In this section, we will describe the

lateral pnp and substrate pnp structures.

Lateral pnp Transistors. A typical lateral pnp transistor structure fabricated in a high-
voltage process is illustrated in Fig. 233413 The emitter and collector are formed with
the same diffusion that forms the base of the npn transistors. The collector is a p-type
ring around the emitter, and the base contact is made in the n-type epi material outside
the collector ring. The flow of minority carriers across the base is illustrated in Fig. 2.33b.
Holes are injected from the emitter, flow parallel to the surface across the n-type base
region, and ideally are collected by the p-type collector before reaching the base contact.
Thus the transistor action is lateral rather than vertical as in the case for npn transistors.
The principal drawback of the structure is the fact that the base region is more lightly doped
than the collector. As a result, the collector-base depletion layer extends almost entirely
into the base. The base region must then be made wide enough so that the depletion layer
does not reach the emitter when the maximum collector-emitter voltage is applied. In 2
typical analog IC process, the width of this depletion layer is 6 pm to 8 pm when the
collector-emitter voltage is in the 40-V range. Thus the minimum base width for such 2
device is about 8 wm, and the minimum base transit time can be estimated from (1.99)
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Figure 2.33 (a) Lateral pnp structure fabricated in a high-voltage process
as |

2
T = Wi : :
2D, (2.20)

U =
seof Wp = 8 wm and D, =10 cm?/s (for holes) in (2.20) gives
77 = 32ns

This corresponds to ichi
e rl,)the Sami %igléejs‘:of 5 MHz, which is a factor of 100 lower than a typical npn
min(;glt? cct;;rsgrtsg?ﬁnlof lgteral pnp trans.isFors tends to be low for several reasons. First
terall, and come gfetsg in the base are injected downward from the emitter as well a;
. parasiéic ' some em a‘r.e collected b){ the substrate, which acts as the collector of
o b e cal pn;t)) transistor. The buried layer sets up a retarding field that tends
ity e S pn c;:s, ut 1;1 stlll_ produces a measurable degradation of Br. Second, the
it e p pfﬁ not as ‘eav11y doped asis the case for the npn devices, and thu; the
jection efficiency given by (1.51b) is not optimized for the prp de\;ices. Finally
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Figure 2.33 (b) Minority-carrier flow in the lateral pnp transistor.

the wide base of the lateral pnp results in both a low emitter injection efficiency and also

a low base transport factor as given by (1.51a).

Another drawback resulting from the use of a lightly doped base region is that the
current gain of the device fails very rapidly with increasing collector current due to high-
level injection. The minority-carrier distribution in the base of a lateral pnp transistor in

the forward-active region is shown in Fig. 1.34. The collector current per unit of cross-

sectional area can be obtained from (1 32) as

pn(0)
g 2.21)

¢ the minority-carrier density at the emitter edge

Jp = aDp

Inverting this relationship, we can calculat
of the base as

J,Wp
0) = =2 :
pa(0) 4D, (2.22)

on is much less than the majority-carrier density in the base,
ns exist and the base minority-carrier lifetime remains con-
stant. However, when the minority-carrier density becomes comparable with the majority-
carrier density, the majority-carrier density must increase to maintain charge neutrality
in the base. This causes a decrease in BF for two reasons. First, there is a decrease in
the effective lifetime of minority carriers in the base since there is an increased number
of majority carriers with which recombination can occur. Thus the base transport factor
given by (1.51a) decreases. Second, the increase in the majority-carrier density represents
an effective increase in base doping density. This causes a decrease in emitter injection
efficiency given by (1.51b). Both these mechanisms are also present in npn transistors,
but occur at much higher current levels due to the higher doping density in the base of the

npn transistor.

As long as this concentrati
low-level injection conditio

t Minority-carrier
concentration

P n P
Emitter Base Collector

7

P (0)

Figure 2.34 Minority-carrier distribu-
tion in the base of a lateral pnp traf-
| ! sistor in the forward-active region.
Emitter—base/ b Wy ——] . Gollection-base  This distribution is that observed
depletion layer depletion layer  ¢hrough section x-x' in Fig. 2.33b.
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, Th? collector current at whi<l:h these effects become significant can be calculated for
a lateral pnp transistor by equating the minority-carrier concentration given by (2.22) t
the equilibrium majority-carrier concentration. Thus B °
J,Wg
gD,
where (2.1) has been substituted for n,, and Ny is the donor density in the pnp base (npn

collector). From (2.23), we can calculate th
collector). 23), e collector current i
injection in a pnp transistor as for the onsct of high-level

= =Np (2.23)

_ qANDDp
W

vxfhere A is the effective area of the emitter-base junction. Note that this current depend

directly on the base doping density in the transistor, and since this is quite low in a lpen ?
pnp Iransistor, the current density at which this fall-off begins is quite low. e

L.ateral pnp t;ansistors are also widely used in shallow oxide-isolated b; olar IC tech

nologxe§. The dcylce structure used is essentially identical to that of Fig. 2 3% €XCe] tet; ¢
the? de_v1ce area is orders of magnitude smaller and the junction isolati.on. is ,re lacp d balt
oxide 1solat19n. Typical parameters for such a device are listed in Fig. 2.32. As i§ the .
f’f npn transistors, we see dramatic reductions in device transit time.an.d ;;arasitic ce Cae.
itance compared to the high-voltage, thick-epi process. The value of 8 for such dap?c-
typically peaks at a collector current of about 50 nA. H o

lc (2.24)

EXAMPLE

Cfallzc_ulate the collector current at which the current gain begins to fall for the pnp structure

:mj tltge‘rZ.Bflq.};I‘be tehffectlve crgss—sectional area A of the emitter is the sidewall area of the
, which is the p-type diffusi ipli i i

lintiod by /2 p-type diffusion depth multiplied by the periphery of the emitter

A = (3 um)(30 pm + 30 wm + 30 wm + 30 pm) (%) = 565 um? = 5.6 X 107 cm?

;I‘;);j tr.najority—carrier density is 1015 atoms/cm? for an epi-layer resistivity of 5 Q-cm. In
ion, we can assume Wp = = ituti i .
PPN 8 = 8 pmand D, = 10 cm?/s. Substitution of this data in
Ie = 56X 1078 X 1.6  1071° X 105 X 10— A =
_ | 8><1O_4A—11.2MA
306; (:Xsp(;cal }],?t;r?)l pnp structure of Fig. 2.33a shows a low-current beta of approximately
, which begins to decrease at a collector current of a f i
and has fallen to less than 10 at a coll ypieal ct of pasaimeten:
ector current of 1 mA. A typical
: : . olle ypical set of parameters
S?;’ :tstruc.ture gf this typeis shown in Fig. 2.35. Note that in the lateral pnp tralrjlsistor the
rate junction capacitance appears between the base and the substrate. ’

;tllzszrsc::ei::;ggra?slsiors. One reason for the poor high-current performance of the lateral
A rlg/efy ;m.au eﬁfechve cross—sectlongl area of the emitter, which results from
B output stane t? t ehmjectfon..A common application for a pap transistor is in a Class-
range, A latgeral ere tde Qevxce is callegi on to operate at collector currents in the 10-mA
this application ;)Z;;f esigned to dO.thlS would require a large amount of die area. In
25 the e s adi erent str'ucture is usually used in which the substrate itself is used

ollector instead of a diffused p-type region. Such a substrate pnp transistor in a
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Typical Value, Typical Value,
5.0-cm,17-pmepi  1-Q-cm, 10-pm epi
Parameter  44-V Device 20-V Device
e
Br 50 . 20
Br 4 2
Va 50V 50V
n 5% 107 5x 107
Is 2x107PA 2x 10715A
Ico 1071°A 5% 107°A
BV¢eo 60V 30V
BV¢so 0V 50V
BVggo 90V 50V
T 30 ns 20 us
T 3000 ns 2000 ns
Bo 50 20
ry 300 (2 150
e 100 © 75Q
Fex 100 100
Base-emitter Cieo 0.3 pF 0.6 pF
junction Yo, 055V 06V
{ ne 0.5 0.5
Base-collector  { Cuo 1 pF 2 pF
junction { thoc 055V 06V
ne 0.5 0.5
Base-substrate | Ciso 3 pF 3.5pF
junction { Pros 052V 0.58 V
Ty 0.5 0.5

Figure 2,35 Typical parameters for lateral pnp transistors with 900 wm?® emitter area in a high-
voltage, thick-epi process.

high-voltage, thick-epi process is shown in Fig. 2.36a. The p-type emitter diffusion for this
particular substrate prp geometry is rectangular with a rectangular hole in the middle. In
this hole an n* region is formed with the npn emitter diffusion to provide a contact for
the n-type base. Because of the lightly doped base material, the series base resistance can
become quite large if the base contact is far removed from the active base region. In this
particular structure, the n* base contact diffusion is actually allowed to come in contact
with the p-type emitter diffusion, in order to get the low-resistance base contact diffusion
as close as possible to the active base. The only drawback of this, in a substrate pnp
structure, is that the emitter-base breakdown voltage is reduced to approximately 7 V.If
larger emitter-base breakdown is required, then the p-emitter diffusion must be separated
from the n** base contact diffusion by a distance of about 10 pm to 15 wm. Many variations
exist on the substrate pnp geometry shown in Fig. 2.36a. They can also be realized in thin-
epi, oxide-isolaled processes.

The minority-carrier flow in the forward-active region is illustrated in Fig. 2.36b. The
principal advantage of this device is that the current flow is vertical and the effective
cross-sectional area of the emitter is much Jarger than in the case of the lateral pnp for the
same overall device size. The device is restricted to use in emitter-follower configurations,
however, since the collector is electrically identical with the substrate that must be tied ©
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Figure 2.36 (a) Substrate prp structure in a high-voltage, thick-epi process.
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Figure 2.36 (b) Minority-carrier flow in the substrate pnp transistor.




114

Chapter 2 m Bipolar, MOS, and BICMOS Integrated-Circuit Technology

the most negative circuit potential. Other 1
properties of substrate pnp transistors are st
the base width is similar in both cases. An imp

han the better current-handling capability, the
milar to those for lateral pap transistors since
ortant consideration in the design of sub-

flows in the p-substrate Tegion, which

strate pnp structures is that the collector current
usually has relatively high resistivity. Thus, unless care is taken to provide an adequate
low-resistance path for the collector current, a high serjes collector resistance can result.
This resistance can degrade device performance in two ways. First, large collector currents
in the pnp can cause enough voltage drop in the substrate region itself that other substrate-
epitaxial layer junctions within the circuit can become forward biased. This usually has a

:
H
H
oy
£
£
:
1

catastrophic effect on circuit performance. Second, the effects of the collector-base junc-
tion capacitance on the pnp are multiplied by the Miller effect resulting from the large
series collector resistance, as described further in Chapter 7. To minimize these effects,
the collector contact is usually made by contacting the isolation diffusion immediately ad-
jacent to the substrate pnp itself with metallization. For high-current devices, this isolation
diffusion contact is made to surround the device to as great an extent as possible.

The properties of a typical substrate pnp transistor in a high-voliage, thick-epi process
are summarized in Fig. 2.37. The dependence of current gain on collector current for a

typical npn, lateral pnp, and substrate pap

transistor in a high-voltage, thick-epi process
_ ate shown in Fig. 2.38. The low-current reduction in B, which is apparent for all three

Typical Value, Typical Value,
5.0-cm, 17-umepi  1-Q-cm, 10-pm epi
44-V Device 20-V Device
5100 pm? 5100 pm?
Parameter Emitter Area Emitter Area
Br 50 30
Br 4 2
Va 50V 30V
7 5% 107 9% 107*
Is 1074 A 1074 A
Ico 2% 1071°A 2%x10719 A
BVcro 60V 0V
BVcao 90V 50V
BVigo TVor9oVv 7Vor50V
TF 20 ns 14 ns
T 2000 ns 1000 ns
Bo 50 30
p 150 500
re 50 £) 50 Q
Fex 20 20
Base-emitter Cjen 0.5 pF 1pF
junction { e 055V 0.58V
ne 0.5 0.5
Base-collector Cpo 2pF 3 pF
junction { PYoc 0.52V 0.58V
ne 0.5 0.5

Figure 2.37 Typical device parameters for a substrate pn,

voltage, thick-epi process.

p with 5100 pm® emitter area in a high
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1000 r T T T T
ﬁT - npn transistor with 500 um? -
- emitter area

100

Substrate pnp transistor
B with 5100 um? emitter area

Lateral pnp transistor with  _|

i
900 ume emitter area Figure 2.38 Current gain as

a function of collector current
for typical lateral pnp, sub-

] ] | J I ] §
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devices, is due to recombination i ;
s ation in the - i : . : .
135 n the base-emitter depletion region, described in Section

2.6 Passive Components in Bipolar Integrated Circuits

Lnl;l:t? Os;c;t;c;g,s;:f descnl;e the sq'uctures av?.ilable to the integrated-circuit designer for re-
o of ress 1210; e:ln capacitance. Resistor structures include base-diffused, emitter-
teChnOlo,giei Sugh aetilpxr;ich, ep1t.ax1al, and pmched epitaxial resistors. Other resistor
oanolog ir;;lude Mz) . ;r;—d )lumn Crgsxjtors, a.rte cox{rsllt;iered in Section 2.7.3. Capacitance
. on capacitors. Inductors with values larger th
?sgsgennes have not proven tp be feasible iq monolithic technology. Howe\%er, suzglll :rflea\ﬁ
ors are useful in very-high-frequency integrated circuits.!%1>16

2,6.1 Diffused Resistors

In an earli i i
e Iirther section of thls‘chapter, the sheet resistance of a diffused layer was calcu-
ion—ifnpl aigtze(litid-cxrm?t resistors are generally fabricated using one of the diffused or
ayers formed during the fabrication i l
nation . process, or in some cases a combi-
e epi(t)i ):W;) 1layers. The la}'ers available for use as resistors include the base, the emitter,
ial layer, the buried layer, the active-base region layer of a transistor, and the;
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Figure 2.39 Base-diffused resistor structure.

epitaxial layer pinched between the base diffusion and the p-type substr.ate. Theh ch01§eto£
layer generally depends on the value, tolerance, and temperature coefficient of the resisto

required.

Base and Emitter Diffused Resistors. The structure qf a typical baSC-dlfong _l'tCSISét(‘;ra ;r;
a high-voltage process is shown in Fig. 2.39. The tesistor is formgd frorp t] ?r f,e Zpitaxial
diffusion for the npn transistors and is situated in a separate'lsolat.wn retgllon. thaahc -
region into which the resistor structure is diffuse;d must be biased n su(il ; wegflis ashe pr
junction between the resistor and the epi layer is glwa_ys reverse blgsg . For ; ither,m
contact is made to the n-type epi region as shown in Flg: 2.39, gnd itis conp;cteth e o
that end of the resistor that is most positive orto a potent?al thatis more positive .tianca ner
end of the resistor. The junction between these two regions ponmbutgs a %aras(; 1§0n pthe
itance between the resistor and the epi layer, aqd this c'apacnanc‘e is distri ltl)te : :e ui[ely
length of the resistor. For most applications, th1.s parasitic capacuancle can alteea‘:hqend y
modeled by separating it into two lgmped portions and placing one lump

istor as illustrated in Fig. 2.40. _
e r’i‘illztf;sistance of the strufture shown in Fig. 2.39 is given by (2.10) as

R = %RD

where L is the resistor length and W is the width. The base sheet resistance RD[li]Ceasl 1:8&1;
range 100 to 200 £2/C], and thus resistances in the range 50 ) to 50 k() are prac
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Resistor R= RD(L) Resistor
W
contact contact
o AN —0
+ +
Lo 7 ol
v 2 2 V2
Isolation .
region Figure 2.40 Lumped model for the base-diffused
contact resistor.

the base diffusion. The resistance contributed by the clubheads at each end of the resistor
can be significant, particularly for small values of L/W. The clubheads are required to
allow space for ohmic contact to be made at the ends of the resistor.

Since minimization of die area is an important objective, the width of the resistor is
kept as small as possible, the minimum practical width being limited to about 1 pm by
photolithographic considerations. Both the tolerance on the resistor value and the precision
with which two identical resistors can be matched can be improved by the use of wider
geometries. However, for a given base sheet resistance and a given resistor value, the area
occupied by the resistor increases as the square of its width. This can be seen from (2.10)
since the ratio L/W is constant.

In shallow ion-implanted processes, the ion-implanted base can be used in the same
way to form a resistor.

EXAMPLE

Calculate the resistance and parasitic capacitance of the base-diffused resistor structure
shown in Fig. 2.39 for a base sheet resistance of 100 Q/[J, and an epi resistivity of
2.5 Q-cm. Neglect end effects. The resistance is simply

100 pm

R =100 Q/D< 10 m

)=1kQ

The capacitance is the total area of the resistor multiplied by the capacitance per unit area.
The area of the resistor body is
Ay = (10 pm)(100 pm) = 1000 pm*> ,
The area of the clubheads is o ’
Az = 2(30 pm X 30 wm) = 1800 pm?

The total zero-bias capacitance is, from Fig. 2.29,
Cjo = (10~* pF/um?)(2800 pm?) = 0.28 pF

As a first-order approximation, this capacitance can be divided into two parts, one placed
at each end. Note that this capacitance will vary depending on the voltage at the clubhead
with respect to the epitaxial pocket.

Emitter-diffused resistors are fabricated using geometries similar to the base resistor,
but the emitter diffusion is used to form the actual resistor. Since the sheet resistance of
this diffusion is in the 2 to 10 £2/[] range, these resistors can be used to advantage where
very low resistance values are required. In fact, they are widely used simply to provide a
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Figure 2.41 Pinch resistor structure.

crossunder beneath an aluminum metallization interconnection. The parasitic capacitance
can be calculated in a way similar to that for the base diffusion. However, these resistors
have different temperature dependence from base-diffused resistors and the two types do
not track with temperature.

Base Pinch Resistors. A third layer available for use as a resistor is the layer that forms the
active base region in the npn transistor. This layer is pinched between the n' emitter and
the n-type collector regions, giving rise to the term pinch resistor. The layer can be elec-
trically isolated by reverse biasing the emitter-base and collector-base junctions, which is
usually accomplished by connecting the n-type regions to the most positive end of the re-
sistor. The structure of a typical pinch resistor is shown in Fig. 2.41; the n* diffusion over-
laps the p-diffusion so that the n* region is electrically connected to the n-type epi region.
The sheet resistance is in the 5 kQ/J to 15 k{/Crange. As a result, this resistor allows
the fabrication of large values of resistance. Unfortunately, the sheet resistance undergoes
the same process-related variations as does the Qg of the transistor, which is approxi-
mately =50 percent. Also, because the material making up the resistor itself is relatively
lightly doped, the resistance displays a relatively large variation with temperature. An-
other significant drawback is that the maximum voltage that can be applied across the
resistor is limited to around 6 V because of the breakdown voltage between the emitter-
diffused top layer and the base diffusion. Nonetheless, this type of resistor has found
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2.6.2 Epitaxial and Epitaxial Pinch Resisfors

The limitation qf the pinch resistor to low operating voltages disallows its use in circui

where a small bxa; current is to be derived directly from a power-supply voltage OC]:I mors
than about 7 V using a large-value resistor. The epitaxial layer itself has a sheetgresistI;1 e
much larger than the base diffusion, and the epi layer is often used as a resistor for Sﬁz

application. For example, the sheet resistance of a 17- i i
A e of a 17-pm thick, 5-{)-cm epi layer can be

= Pepi _ 50-cm

Rn IE = _
T = (7pm) X (10~ cmipm) — 20 KOV/U (2.25)

Large values of rc?sistance can be realized in a small area using structures of the type sh

in Fig. 2.42. Again, because of the light doping in the resistor body, these resistgrps disolWn
a rther large temperature coefficient. A still larger sheet resistance can be obtai (11) Sy
putting a p-type base diffusion over the top of an epitaxial resistor, as shown in Fi neZ 42y
The depth of the p-type base and the thickness of the depletion region between thegéz-t.ype.

R
epi resistor
(no top p*
diffusion)
R

R R
R R
Substrate

epi-FET with top plate
(two alternate symbols)

=

LR m - x
— o
. ol |
| B ¢ 1 1B
T y ]
Resistor Optional Resist
contct peap cgﬁ;sagtr

p:fype'_sdbét::até )

wide application where the large tolerance and low breakdown voltage are not significan

drawbacks.

Figure 2.42 Epitaxial resistor-s m‘ Th e o
pinch resistor cture. The p-cap diffusion is optional and forms an epitaxial
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Sheet p Absolute Matching
Resistor Type 0/a Tolerance (%)  Tolerance (%) Temperature Coefficient
Base diffused 100 to 200 +20 +2(5 pm wide) (+1500 to +2000) ppm/°C
+0.2(50 pm wide) ®
Emitter diffused  2to 10 +20 +2 +600 ppm/°C
Jon implanted 1000 1000 =3 +1(5 wm wide) Controllable

+0.1(30 pm wide) to * 100ppm/°C

Base pinch 2k to 10k +50 +10 +2500 ppm/°C
Epitaxial 2k to 5k +30 *5 +3000 ppm/°C
Epitaxial pinch 4k to 10k +50 +7 +3000 ppm/°C
Thin film 0.1k to 2k +5t0 =20 +02w0x2 (+10 to £200) ppmv/°C

Figure 2.43 Summary of resistor properties for different types of 1C resistors.

base and the n-type epi together reduce the thickness of the resistor, increasing its sheet
resistance. Such a structure actually behaves as a junction FET, in which the p-type gate
is tied to the substrate.!’

The properties of the various diffused and pinch-resistor structures are summarized in

Fig. 2.43.

2.6.3 Integrated-Circult Capacitors

Early analog integrated circuits were designed on the assumption that capacitors of usable
value were impractical to integrate on the chip because they would take too much area,
and external capacitors were used where required. Monolithic capacitors of value larger
than a few tens of picofarads are still expensive in terms of die area. As aresult, design ap-
proaches have evolved for monolithic circuits that allow small values of capacitance to be
used to perform functions that previously required large capacitance values. The compen-
sation of operational amplifiers is perhaps the best example of this result, and monolithic
capacitors are now widely used in all types of analog integrated circuits. These capacitors
fall into two categories. First, pn junctions under reverse bias inherently display depletion
capacitance, and in certain circumstances this capacitance can be effectively utilized. The
drawbacks of junction capacitance are that the junction must always be kept reverse bi-
ased, that the capacitance varies with reverse voltage, and that the breakdown voltage is
only about 7'V for the emitter-base junction. For the collector-base junction, the breakdown
voltage is higher, but the capacitance per unit arca is quite low.

By far the most commonly used monolithic capacitor in bipolar technology is the MOS
capacitor structure shown in Fig. 2.44. In the fabrication sequence, an additional mask
step is inserted to define a region over an emitter diffusion on which a thin layer of silicon
dioxide is grown. Aluminum metallization is then placed over this thin oxide, producing
a capacitor between the aluminum and the emitter diffusion, which has a capacitance of
0.3 fF/pm? to 0.5 fF/um? and a breakdown voltage of 60 V to 100 V. This capacitor i
extremely linear and has a low temperature coefficient. A sizable parasitic capacitanc

:
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SRR Figure 2.44 MOS capacitor
structure.

Ciso is present between the n-type bottom plate and the substrate because of the deple-

tion CapaCItanCe Of the epl-SubStIate |uIlCt1011, but thls asiiic 1S u. lnp Y
1. -
Par 11 110 ortant 1n man

2.6.4 Zener Diodes

;\: g;e::sr;bbed laIll( ghapter 1, the emitter-base junction of the npn transistor structure displays
o ti)etal ownl voltage of between 6 V a.nd 8 V, depending on processing details.
et usefsuilpp y voltage is more than this value, the reverse-biased, emitter-base
T furlllctiaosnesn ::llt;g:l rife;rfance for the stabilization of bias reference circuits,
emitter—base junction is illustratesdlirtxnll:%é.’g,l:«;;v erve bl [ characirisic of a typicl
bre al?clllo lvrvr;p;)gtl?:t asrllaict of the behavior of this dev.ice is the temperature sensitivity of the
o ot thrgc. . ¢ actual b.reakdown mechanism is dominated by quantum mechan-
s dominatgd b oug lthe depleuop lgyef when the breakdown voltage is below about 6 V.,
Voltages. Bocss y f;a anche multlpl}canon in the depletion layer at the larger breakdown
o, voi oo ﬂfe ese two mechanisms have opposite temperature coefficients of break-
varion o thg , the actually observed breakdown voltage has a temperature coefficient that
ith the value of breakdown voltage itself, as shown in Fig. 2.455.
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2.6.5 Junction Diodes

Junction diodes can be formed by various connections of the npn a.nd pnp transistor struc-
tures, as illustrated in Fig. 2.46. When the diode is forward biased in thg diode connei:;,lgns
a, b, and d of Fig. 2.46, the collector-base junction becomes forward biased as well. Wnen

this occurs, the collector-base junction injects holes into the epi region that can be col-

lected by the reverse-biased, epi-isolation junction or by other devices in the same 1sso‘ii:1t-
tion region. A similar phenomenon occurs when a transistor enters satura‘tlo'n,‘ As are té
substrate currents can flow that can cause voltage drops in the high-resistivity substra
material, and other epi-isolation junctions within the circuit can become madvert;ntly [flor—
ward biased. Thus the diode connections of Fig. 2.46¢ are usually preferable since e;y
keep the base-collector junction at zero bias. The.se qonnections have the‘ad'dlttl}(;n?jli :)lde
vantage of resulting in the smallest amount of minority charge storage within the

under forward-bias conditions.

(e R AN

alakalay
A (A
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(a)

®)

G

(@) .
Figure 2.46 Diode connections for npn and pnp
transistors.

2.7 Modifications to the Basic Bipolar Process

The basic high-voltage bipolar IC fabrication process described previously can be modified
by the addition of extra processing steps to produce special devices or characteristics.

2.7.1 Dielectric Isolafion

We first consider a special isolation technique-dielectric isolation—that has been used in
digital and analog integrated circuits that must operate at very high speed and/or must op-
erate in the presence of large amounts of radiation. The objective of the isolation technique
is to electrically isolate the collectors of the devices from each other with a layer of silicon
dioxide rather than with a pn junction. This layer has much lower capacitance per unit area
than a pr junction, and as a result, the collector-substrate capacitance of the transistors is
greatly reduced. Also, the reverse photocurrent that occurs with junction-isolated devices
under intense radiation is eliminated.

The fabrication sequence used for dielectric isolation is illustrated in Figs. 2.47a-d.
The starting material is a wafer of n-type material of resistivity appropriate for the collector
region of the transistor. The first step is to etch grooves in the back side of the starting
wafer, which will become the isolation regions in the finished circuit. These grooves are
about 20 wm deep for typical analog circuit processing. This step, called moat etch, can
be accomplished with a variety of techniques, including a preferential etch that allows
precise definition of the depth of the moats. Next, an oxide is grown on the surface and
a thick layer of polycrystalline silicon is deposited on the surface. This layer will be the
mechanical support for the finished wafer and thus must be on the order of 200 pum thick.
Next, the starting wafer is etched or ground from the top side until it is entirely removed
except for the material left in the isolated islands between the moats, as illustrated in
Fig. 2.47c. After the growth of an oxide, the wafer is ready for the rest of the standard

process sequence. Note that the isolation of each device is accomplished by means of an
oxide layer.
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Moat etch
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tric isolation. (@) Moat etch on bottom of starting wafer. (b)
layer. (¢) Grind off starting wafer and polish. (d) Carry out

Figure 2.47 Fabrication steps in dielec
Deposit polycrystalline silicon support
standard process, starting with base mask.

2.7.2 Compatible Processing for High-Performance Active Devices

Many specialized circuit applications require a particular type of active dev;‘c}f: oth.ercik;zté
the npn and pnp transistors that result from the standard process schedule. Ee;e ;n o
high-beta (superbeta) npn transistors for low-input-cuqent amplifiers, MOSE s for et
log switching and low-input-current amplifiers, and hxgh—speefi pnp tran§1§tors for s
analog circuits. The fabrication of these devices generally requires the addlgon 0 otnees
more mask steps to the basic fabrication process. We now describe these special structures.

. . . . . is
Superbeta Transistors. One approach to decreasing the m?;n \;nas current in amplxﬁe;s S1e
to increase the current gain of the input stage transistors.”® Since a dccregse in the' ac
width of a transistor improves both the base transport factor and the emitter efficiency
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(see Section 1.3.1), the current gain increases as the base width is made smaller. Thus
the current gain of the devices in the circuit can be increased by simply increasing the
emitter diffusion time and narrowing the base width in the resulting devices. However,
any increase in the current gain also causes a reduction in the breakdown voltage BV o
of the transistors. Section 1.3.4 shows that

(2.26)

where BV pp is the plane breakdown voltage of the collector-base junction. Thus for a
given epitaxial layer resistivity and corresponding collector-base breakdown voltage, an
increase in beta gives a decrease in BV cgp. As a result, using such a process modification
to increase the beta of all the transistors in an operational amplifier is not possible because
the modified transistors could not withstand the required operating voltage.

The problem of the trade-off between current gain and breakdown voltage can be
avoided by fabricating two different types of devices on the same die. The standard device
is similar to conventional transistors in structure. By inserting a second diffusion, however,
high-beta devices also can be formed. A structure typical of such devices is shown in
Fig. 2.48. These devices may be made by utilizing the same base diffusion for both devices
and using separate emitter diffusions, or by using two different base diffusions and the
same emitter diffusion. Both techniques are used. If the superbeta devices are used only as
the input transistors in an operational amplifier, they are not required to have a breakdown
voltage of more than about 1 V. Therefore, they can be diffused to extremely narrow base
widths, giving current gain on the order of 2000 to 5000. At these base widths, the actual
breakdown mechanism is often no longer collector multiplication at all but is due to the
depletion layer of the collector-base junction depleting the whole base region and reaching
the emitter-base depletion layer. This breakdown mechanism is called punchthrough. An
application of these devices in op-amp design is described in Section 6.9.2.

MOS Transistors. MOS transistors are useful in bipolar integrated-circuit design because
they provide high-performance analog switches and low-input-current amplifiers, and par-
ticularly because complex digital logic can be realized in a small area using MOS technol-
ogy. The latter consideration is important since the partitioning of subsystems into analog
and digital chips becomes more and more cumbersome as the complexity of the individual
chips becomes greater.

Metal-gate p-channel MOS transistors can be formed in a standard high-voltage bipo-
lar analog IC process with one extra mask step.!® If a capacitor mask is included in the

Base width Base width
Wg=0.1 um-0.2 um Wg = 0.5 um—1um

p-type substrate

Super— B trangistor, Standard transistor,
B = 2000-5000 B=200-500

Figure 2.48 Superbeta device structure.
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p-channel
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MOS transistor

Figure 2.49 Compatible p-channe] MOS transistor.

then no extra mask steps are required. As illustrated in Fig. 2.49, the
formed in the epi material using the base diffusion. The capacitor
de region over the channel and the aluminum metallization

original sequence,
source and drain are
mask is used to define the oxi
forms the metal gate.

A major development in IC pro
the same chip of high-performance bipolar devices with CMOS devices in a BICMOS

process. This topic is considered in Section 2.11.

Double-Diffused pnp Transistors. The limited frequency response of the lateral pnp tran-
sistor places a limitation on the high-frequency performance attainable with certain types
of analog circuits. While this problem can be circumvented by clever circuit design in
many cases, the resulting circuit is often quite complex and costly. An alternative ap-
proach is to use a more complex process that produces a high-speed, double-diffused pnp
transistor with properties comparable to those of the npn transistor.29 The process usually
utilizes three additional mask steps and diffusions: one to form a lightly doped p-type re-
gion, which will be the collector of the pnp; one n-type diffusion to form the base of the

pnp; and one p-type diffusion to form the emitter of the pnp. A typical resulting structure

p well for pnp and third isolation, done after second
epi. Predeposition is a boron implant

n* collector sink for npn, (phosphorous)
done after second epi

Base n* contact diffusion,
same as emitter diffusion
for npn

Base n™ region for pnp,
predeposition is a
phosphorous implant

Base and emitter of npn

é-ty}p‘e'substr.a.le ’

Emitter p* diffusion for
pnp, also forms collector

p* contact
First isolation diffusion, done

on starting wafer before first epi

Second epitaxial growth ( type)

First epitaxial growth (n type
¢ (n type) after first epi. Predeposition is a boron im

Figure 2.50 Compatible double-diffused pnp process.

cessing in recent years has been the combination on

Buried layer for npn, done Iaﬁe
first epi (arsenic predeposmon)

pnp buried layer and second isolation, donemt
p

T
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ist shO\Z/)n -icrll Ifig.1 2.50. This process requires 10 masking steps and two epitaxial growth
steps. Oxide isolation and poly-emitter technology have been in i
vanced versions of this process. ¢ corporated fnto more ad-

2.7.3 High-Performance Passive Components

Diffused resistors have three drawbacks: They have high temperature coefficients, the
han: poor.tolerancc, and they are junction-isolated. The latter means that a parasit;c ca)-]
pacitance is associated with each resistor, and exposure to radiation causes photocurrents
to.ﬂow across the isolating junction. These drawbacks can be overcome by the use of
'thm-ﬁlm resistors deposited on the top surface of the die over an insulating layer of o
ide. Aftt_:r the resistor material itself is deposited, the individual resistors are dgﬁned inxz;
canf_:nthnal way using a masking step. They are then interconnected with the rest of the
circuit using the standard aluminum interconnect process. The most common materials for
the resx§tors are nichrome and tantalum, and a typical structure is shown in Fig. 2.51 AThe
properties of the resulting resistors using these materials are summarized in Fi;g‘ 2 5‘2

2.8 MOS Integrated-Circuit Fabrication

Fabncatioq technologies for MOS integrated circuits span a considerably wider spectrum
of complexuy and performance than those for bipolar technology. CMOS technolo pies ro-
v1d§ .two basic types of transistors: enhancement-mode n-channel transistors (wh%ch hive
positive thresholds) and enhancement-mode p-channel transistors (which have negative
thresholds). The magnitudes of the threshold voltages of these transistors are typicalgl set
to be 0.6 V to 0.8 V so that the drain current resulting from subthreshold conduction zvith
zer0 gate-source voltage is very small. This property gives standard CMOS digital circuits
high noise margins and essentially zero static power dissipation. However. suclil threshold;
do not always minimize the total power dissipation because significant d;/namic power is

! Tantalum resistor E

Deposited oxide
passivation layer Plan Al
luminum
I oS N, M
Aluminum / -
contact T~ Sio
Silicon substrate z
Tantalum
thin-film
la
yer Section
Figure 2.51 Typical thin-film resistor structure.
. Cermet
Nichrome Tantalum (Cr-Si0)
Range of sheet resistance ({2/[]) 10 to 1000 10 to 1000 30 to 2500

Temperature coefficient (ppm/°C)  =10to =150 £5t0 x200 *50to =150

Figure 2.52 Properties of monolithic thin-film resistors.
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dissipated by charging and discharging internal nodes during logical transitions, especially
for high clock rates and power-supply voltages.?! To reduce the minimum required supply
voltage and the total power dissipation for some applications, low-threshold, enhancement-
mode devices or depletion-mode devices are sometimes used instead of or along with the
standard-threshold, enhancement-mode devices. For the sake of illustration, we will con-
sider an example process that contains enhancement-mode - and p-channel devices along
with a depletion-mode n-channel device.

CMOS technologies can utilize either a p-type of n-type substrate, with the comple-
mentary device type formed in an implanted well of the opposite impurity type. We will
take as an example a process in which the starting material is p-type. The starting material
is a silicon wafer with a concentration in the range of 10 to 1013 atoms/cm?. In CMOS
technology, the first step is the formation of a well of opposite impurity-type material where
the complementary device will be formed. In this case, the well is n-type and is formed by
a masking operation and ion implantation of a donor species, typically phosphorus. Sub-
sequent diffusion results in the structare shown in Fig. 2.53. The surface concentration in
the well following diffusion is typicaily between 10! and 10'6 atoms/cm’®.

Next, a layer of silicon nitride is deposited and defined with a masking operation so
that nitride is left only in the areas that are to become active devices. After this masking
operation, additional ion implantations are carried out, which increase the surface con-
centrations in the areas that are not covered by nitride, called the field regions. This of-
ten involves an extra masking operation so that the surface concentration in the well and
that in the substrate areas can be independently controlled by means of separate implants.
This increase in surface concentration in the field is necessary because the field regions
themselves are MOS transistors with very thick gate oxide. To properly isolate the active
devices from one another, the field devices must have a threshold voltage high enough
that they never turn on. This can be accomplished by increasing the surface concentration
in the field regions. Following the field implants, a local oxidation is performed, which

results in the structure shown in Fig. 2.54.

SiO, (thin) n-type well

' .p-t;lpp.su.bstfate

Figure 2.53 Cross section of sample following implantation and diffusion of the n-type well. Sub-
sequent processing will result in formation of an n-channel device in the unimplanted p-type por-
tions of the substrate and a p-type lransistor in the n-type well region.

Thick SiO, __— implanted p-layer implanted n-layer

-

-

p-type substrate

figure 2.54 Cross section of the sample following field implant steps and field oxidation.
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‘ After field-oxide growth, the nitride is removed from the active areas, and implan
tation steps are carried out, which adjust the surface concentrations in wha; will begom_
the chgnnel of the MOS transistors. Equation 1.139, applied to the doping levels usualle
fopqd in the active-device areas, gives an n-channel threshold of within a few hundrei
rmll_lvolts of zero, and p-channel threshold of about —~2 V. To shift the magnitudes of the
device thrgshold voltages (o 0.6 V to 0.8 V, an implantation step that changes the impurit
Foncentranon at the surface in the channel regions of the two transistor types is ué)ually
¥ncluded. This shift in threshold can sometimes be accomplished by using a single shee);
1mpllant over the entire wafer, which simultaneously shifts the thresholds of both types of
dev?ces. More typically, however, two separate masked implants are used, one for each
device type..Also, if a depletion-mode n-channel device is included in the: process, it is
defined at this point by a masking operation and subsequent implant to shift the thre;hold
of the selected devices to a negative value so that they are normally on.

Ne).it, a layer of polysilicon is deposited, and the gates of the various devices are de-
fined with a masking operation. The resulting structure is shown in Fig. 2.55. Silicon-gate
MOS Fech{lology provides three materials that can be used for interconnection: polysili-
con, d1ffusmn, and several layers of metal. Unless special provision is made in th;a process
connectlo.n‘s between polysilicon and diffusion layers require a metallization bridge sincé
the pol){sxllcon layer acts as a mask for the diffused layers. To provide a direct ele’ctrical
connection between polysilicon and diffusion layers, a buried contact can be included just
prior to the polysilicon deposition. This masking operation opens a window in the iili—
con dlox_lde under the polysilicon, allowing it to touch the bare silicon surface when it
is deposited, forming a direct polysilicon-silicon contact. The depletion device shown in
Fig. 2.55 has such_ a buried contact connecting its source to its gate.

i 'Next, a masking operation is performed such that photoresist covers the p-channel
evices, and the wafer is gtched to remove the oxide from the source and drain areas of the
nglar.mel d;vxges. Arser}lc or phosphorus is then introduced into these areas, using either
iffusionorion implantation. Afterashortoxidation, the process is repeated for the p-channel
source aqd drgln areas, where boron is used. The resulting structure is shown in Fig. 2.56
uSinAL g:s po;;)t in the process, a layer of silicon djoxide is usually deposited on the waf.er,
o regd o IE:C va]?'o.r depompon or some s)thcr similar technique. This layer is required
malt e e t1)):arasxlxc capacitance .of tbe interconnect metailization and cannot be ther-
o ZV le c\;vn elcause; of the redistribution (_)f the impurities within the device structures
o formedres_uht during .[he growtt_x. Following the oxide deposition, the contact windows
secont s k\’;’lt a magkmg operation, and me.tallization is deposited and defined with a
grapiof suChr;gdzsféztilgnhThe ﬁn;l_ structure is shown in Fig. 2.57. A microscope photo-
in Section 3.3 for bipOlarstec;\gIrllollrcl) . ;g 2.58. Subsequent fabrication steps are as described
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+ implant or p*implant or
! c[iri?fgsion diffusion
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Figure 2.66 Cross section of the sample following the source drain masking and diffusion operations.

Metallization

p-ty.lpée.s_t..lbstrat'e

Depletion-mode Enhancement-mode Enhancement-mode

n-channel n-channel p-channel
transistor k transistor transistor

Figure 2.57 Cross section of the samnple after final process step. The enhancement anq depletion
n-channel devices are distinguished from each other by the fact that the depletion device has re-
ceived a channel implantation of donor impurities to lower its threshold voltage, usually to the

range of ~1.5Vto -3 V.

Poiysilicon gate

Source metallization

Edge of field
oxide region Source
contact windows(2)

Drain Drain contact
metallization windows { 2)

Figure 2.58 Photomicrograph of a silicon-gate MOS transistor. Visible in_this picture are th;
polysilicon gate, field-oxide region houndary, source and drain metallization, and contact win-
dows. In this particular device, the contact windows have been broken into two smgller rectan-
gular openings rather than a single long one as shown in Fig. 2.59. Largg contact windows ate e
frequently implemented with an array of small openings so that all ind1v1du‘al contact holes mh
integrated circuit have the same nominal geometry. This results in better uniformity of the etc
rate of the contact windows and better matching.

————
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2.9 Active Devices in MOS Integrated Circuits

The process sequence described in the previous section results in a variety of device types
having different threshold voltages, channel mobilities, and parasitic capacitances. In ad-
dition, the sequence allows the fabrication of a bipolar emitter follower, using the well as
a base. In this section, we explore the properties of these different types of devices.

2.9.1 n-Channel Transistors

A typical layout of an n-channel MOS transistor is shown in Fig. 2.59. The electrically
active portion of the device is the region under the gate; the remainder of the device area
simply provides electrical contact to the terminals. As in the case of integrated bipolar
transistors, these areas contribute additional parasitic capacitance and resistance.

In the case of MOS technology, the circuit designer has even greater flexibility than
in the bipolar case to tailor the properties of each device to the role it is to play in the
individual circuit application. Both the channel width (analogous to the emitter area in
bipolar) and the channel length can be defined by the designer. The latter is analogous to
the base width of a bipolar device, which is not under the control of the bipolar circuit
designer since it is a process parameter and not a mask parameter. In contrast to a bipolar
transistor, the transconductance of an MOS device can be made to vary over a wide range
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Figure 2.59 Example layout of an
n-channel silicon-gate MOS tran-
sistor. The mask layers are coded as
shown.
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at a fixed drain current by simply changing the device geometry. The same is true of
signer must be able to

erties of the device. To

illustrate this procedure, we will calculate the model parameters of the device shown in
Fig. 2.59. This device has a drawn channel length of 6 pm and channel width of 50 pm.
We will assume the process has the parameters that are summarized in Table 2.1. This is
typical of processes with minimum allowed gate lengths of 3 pm. Parameters for more

the gate-source voltage. In making these design choices, the de
relate changes in device geometry o changes in the electrical prop

advanced processes are given in Tables 2.2, 2.3, and 2.4.

Threshold Voltage. In Chapter 1, an MOS transistor was shown to have a thr

age of

v,=¢ms+2¢,+9£—%i

ox

(2.27)

Table 2.1 Summary of Process Parameters for a Typical Silicon-Gate n-Well

CMOS Process with 3 um Minimum Allowed Gate Length

Value Value
n-Channel ~ p-Channel
Parameter Symbol  Transistor Transistor

Units

Substrate doping Ni, Np  1x10% 1x1016

Gate oxide thickness tox 400 400
Metal-silicon work function Dins —0.6 -0.1
Channel mobility Mo p 700 350
Minimum drawn channel length Lgrwn 3 3
Source, drain junction depth X; 0.6 0.6
Source, drain side diffusion Ly 0.3 0.3
Overlap capacitance Coi 0.35 0.35
per unit gate width
Threshold adjust implant (box dist)
impurity type P P
effective depth X; 0.3 0.3
effective surface concentration Nii 2% 1016 0.9 x 10°
Nominal threshold voltage \'A 0.7 -0.7
Polysilicon gate Nupaly 10% 10%°
doping concentration
Poly gate sheet resistance R, 20 20
Source, drain-bulk Cio 0.08 0.20
junction capacitances
(zero bias)
Source, drain-bulk junction n 0.5 0.5
capacitance grading coefficient
Source, drain periphery Ciswo 0.5 1.5
capacitance (zero bias)
Source, drain periphery n 0.5, 0.5
capacitance grading coefficient AN
Source, drain junction o 0.65 . 0.65
built-in potential
Surface-state density %;i 10" 10"
dXd
Channel-length , Vs 0.2 0.1

modulation parameter

Atoms/cm®
A

\"

cm?/V-s
wm

pm

pm
fF/pm

wm
Atoms/em®
A%
Atoms/cm®

/0
fF/pm?

fF/pm

\'
Atoms/cm?

pm/V

eshold volt-
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Table 2.2 Summary of Process Parameters fo i ili
' . r a Typical Silicon-Gate n-
Process with 1.5 wm Minimum Allowed Gate Length ate Wl EMOS

Value Value
b n-Channel  p-Channel
arameter Symbol  Transistor ~ Transistor Units
Substrate doping Na, N, 2 % 108 16
Gate oxide thickness toj o 250 1 ;550X 1 l}tomslcm3
Metal-silicon work function Dons - 06 -~ 0.1 é
Channel mobility M hp 650 300 cm?/V-s
Minimum drawn channel length Lirwn 1.5 1.5
Source, drain junction depth X; 0.35 0.4 o
Source, drain side diffusion L, 02 03 hm
Overlap capacitance Co 0.18 0.26 tl'LFI/n
per unit gate width - wm
Threshold adjust implant (box dist)
impurity type P P
effective depth X; 03 Q0.3
effective surface concentration Nii 2.>< 16 . o
. 51 10 16
Nominal threshold voltage A 0.7 (19()); 0 $t0m5/0m3
Polysilicon gate Nipoly 10% 102 Atoms/cm’®
doping concentration omsem
Poly gate sheet resistance R
: s 20 20 Q/
Source, drain-bulk Cpo 0.14 0.25 fF/Em2

junction capacitances
(zero bias)

Source,. drain-bulk junction n 0.5 0.5
capacitance grading coefficient .

Source, drain periphery C
] i 0.8
capacitance (zero bias) e b em
Source, drain periphery - n 0.5 0.5
capacitance grading coefficient .
Source, drain junction
ree, 0.6
built-in potential Ve ? 063 Y
Surface-state densit, Oss
ity P 10t 10! Atoms/cm?
Channel-length ) Xy
0.1
modulation parameter Vs ? o0 ho/¥

;hs/l:lt:;ebcbi,l,(s cils the metal—silicon work function, ¢ ¢ is the Fermi level in the bulk silicon, Q5
conceng aﬁoepé(;twrrlflayer charglf]:, C,» is the oxide capacitance per unit area, and Qj, is’ the
( n of surface-state charge. A i disi
i the folowns oxamoe ge. An actual calculation of the threshold is illustrated
proagft::ndﬂ{e thre‘sh.old voltage must be deduced from measurements, and a useful ap-
Broach to Fc'nng this is to plot the square root of the drain current as a function of Vg, as
Strajghtu;) ! rlsofgfothlhe threshold voltage can be determined as the extrapolation of ,the
e curve to zero current. The slope of the curv i i
o . e also yields a direct
ate::;:;r; (g\ ;htcn quantity p,CoxW/Leg for the device at the particular drain-zource Vollt:;e
easurement is made. The measured curve devi i i
) rve deviates from a straight |
d(;Wrgl;m?nts.because of subthreshold conduction and at high currents because o%‘ molbnifl:i? t
gradation in the channel as the carriers approach scattering-limited velocity. !
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Table 2.3 Summary of Process Parameters for a Typ

Process with 0.8 y.m Minimum Allowed Gate Length
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ical Silicon-Gate n-Well CMOS

Value Value
n-Channel  p-Channel '
Parameter Symbol  Transistor Transistor Units
Substrate doping N4 Np 4% 101 3 % 1016 /}toms/cm3
ul
Gate oxide thickness tox 15?) ] 175(()) . 1\\/
Metal-silicon work function Pos -0 250. ¥ e
Channe} mobility s Hep 550 o "
Minimum drawn channel length Lgran 0.8 0A3 |.l,m
Source, drain junction depth X; 02 0. e um
Source, drain side diffusion Ly 0.12 0.18 poF n
Overlap capacitance Cot 0.12 . m
per unit gate width '
Threshold adjust implant (box dist) o o
impurity type
i ; 02 0.2 pm
effective depth X; g ,
effective surface concentration Ngi 3 ;< 106 2 >(<) 170 Qtoms/cm
Nominal threshold voltage \A 0. -0 \
Polysilicon gate Nipoly 10% 10% Atoms/cm
doping concentration
Poly gate sheet resistance Ry 10 1030 &'ﬂl://sz
Source, drain-bulk Cio 0.18 0. vs
junction capacitances
(zero bias)
Source, drain-bulk junction n 0.5 0.5
capacitance grading coefficient
Source, drain periphery Ciswo 1.0 2.2 fF/pm
capacitance (zero bias) 0s
Source, drain periphery n 0.5 .
capacitance grading coefficient
Source, drain junction Yo 0.65 0.65 v
built-in potential 2
Surface-state density % 101 101 Atoms/cm
dXq
Channel-length ' Ve 0.08 0.04 pm/V
modulation parameter
Vi
1 High-field
carrier mobility
falloft
In l
= Vps> Ves
Subthreshold l . '
conduction v _E_ = Figure 2.60 Typical expert-
o ]—__ = mental variation of drain cur-
Extrapolated = rent as a function of the sqqm
)t(hrzzcr)w;; root of gate-source voltage 10

GS

the active region.
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Table 2.4 Summary of Process Parameters for a Typical Silicon-Gate n-Well CMOS
Process with 0.4 wm Minimum Allowed Gate Length

Value Value
n-Channel  p-Channel
Parameter Symbol  Transistor  Transistor Units
Substrate doping Na#Np  Sx10V 4 % 10'® Atoms/cm?
Gate oxide thickness tox 80 80
Metal-silicon work function Dns - 0.6 - 0.1 \'
Channel mobility Hn by 450 150 cm?/V-s
Minimum drawn channel length Laran 0.4 0.4 pm
Source, drain junction depth X; 0.15 0.18 m
Source, drain side diffusion Ly 0.09 0.09 pm
Overlap capacitance Coi 0.35 0.35 fF/nm
per unit gate width
Threshold adjust implant (box dist)
impurity type P P
effective depth X; 0.16 0.16 m
effective surface concentration N 4% 10 3 x 10 Atoms/cm?
Nominal threshold voltage Vi 0.6 -08 /7 V
Polysilicon gate Napoty 10% 10° 7/ Atoms/cm®
doping concentration
Poly gate sheet resistance R S 5 a0
Source, drain-bulk Cjo 0.2 0.4 fF/um?
Jjunction capacitances
(zero bias)
Source, drain-bulk junction n 0.5 0.4
capacitance grading coefficient
Source, drain periphery Ciswo 12 2.4 fF/um
capacitance (zero bias)
Source, drain periphery n 0.4 0.3
capacitance grading coefficient
Source, drain junction o 0.7 0.7 v
built-in potential
Surface-state density Oss 104 101 Atoms/cm?
: /
Channel-length l X1 om 0.04 / pm/V
modulation parameter Vs v

i
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135

Qalculate the zero-bias threshold voltage of the unimplanted and implanted NMOS tran-
sistors for the process given in Table 2.1.

Each of the four components in the threshold voltage expression (2.27) must be cal-
culated. The first term is the metal-silicon work function. For an n-channel transistor with
an n-type polysilicon gate clectrode, this has a value equal to the difference in the Fermi
Potentials in the two regions, or approximately —0.6 V.

The second term in the threshold voltage equation represents the band bending in
the semiconductor that is required to strongly invert the surface. To produce a surface
concentration of electrons that is approximately equal to the bulk concentration of holes,
the surface potential must be increased by approximately twice the bulk Fermi potential.

'
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The Fermi potential in the bulk is given by
kT [Na
= (-2 2.28
f) p 1n< . ) (2.28)

For the unimplanted transistor with the substrate doping given in Table 2.1, this value is

0.27 V. Thus the second term in (2.27) takes on a value of 0.54 V. The value of thjs term

will be the same for the implanted transistor since we are defining the threshold voltage as
the voltage that causes the surface concentration of electrons to be the same as that of holes
in the bulk material beneath the channel implant. Thus the potential difference between the
surface and the bulk siticon beneath the channel implant region that is required to bring this
condition about is still given by (2.30), independent of the details of the channel implant.
The third term in (2.27) is related to the charge in the depletion layer under the chan-

nel. We first consider the unimplanted device. Using (1.137), with a value of N of 10%3
atoms/cm?,

O = J2aNas€2ds = V2 (1.6 X 10-19)(1015)(11.6 X 8.86 X 10-14)(0.54) (2.29)

= 1.34 x 10"® C/em’®

Also, the capacitance per unit area of the 400-A gate oxide is
€,x  3.9x886X 10~ Flem ¢ F fF
Cox _ 27— =86X — =086 — (230
tox 400 X 1078 cm 10 cm? wm? (2.30)

The resulting magnitude of the third term is 0.16 V.

The fourth term in (2.27) is the threshold shift due to the surface-state charge. This
positive charge has a value equal to the charge of one electron multiplied by the density of
surface states, 10! atoms/ em?, from Table 2.1. The value of the surface-state charge term

is then

Cox =

0,  16x10717 x 10"
Yoo 12277 =019V .31
Cox 8.6 x 1078 0 (23D
Using these calculations, the threshold voltage for the unimplanted transistor 1§

V,= —06V+054V+016V-019 vV =-009V (2.32)

For the implanted transistor, the calculation of the threshold voltage is complicated
by the fact that the depletion layer under the channel spans a region of nonuniform dop-
ing. A precise calculation of device threshold voltage would require consideration of this
nonuniform profile. The threshold voltage can be approximated, however, by considering
the implanted layer to be approximated by a box distribution of impurities with a depth
X; and a specified impurity concentration N;. If the impurity profile resulting from the
threshold-adjustment implant and subsequent process steps is sufficiently deep so that the
channel-substrate depletion layer lies entirely within it, then the effect of the implant is
simply to raise the effective substrate doping. For the implant specified in Table 2.1, the
average doping in the layer is the sum of the implant doping and the background con-
centration, or 2.1 X 106 atoms/cm®. This increases the Qo term in the threshold voltage
to 0.71 V and gives device threshold voltage of 0.47 V. The validity of the assumption
regarding the boundary of the channel-substrate depletion layer can be checked by using
Fig. 2.29. For a doping level of 2.1 X 10'6 atoms/cm>, a one-sided step junction displays
a depletion region width of approximately 0.2 pm. Since the depth of the layer is 0.3 pm
in this case, the assumption is valid.

Alternatively, if the implantation and subsequent diffusion had resulted in a layer that
was very shallow, and was contained entirely within the depletion layer, the effect of the
implanted layer would be simply to increase the effective value of Qs by an amount equal
1o the effective implant dose over and above that of the unimplanted transistor. The t0
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active impurity dose for the implant given in Table 2.1 i

\ : ' .1 is the product of the d

the impurity concentration, or 6 X 10" atoms/cm?. For this case, the increase ?n tisf‘:hhar]ld
voltage would have been 1.11 V, giving a threshold voltage of 1.02 V. shold

Body-Effect Parameter. For an unimplanted, unifi i
 aoramcten s given by (1141 p , uni onn-chanpel transistor, the body-effect

1 S
o J2qeN, (2.33)

y =
The application of this expression is illustrated in the following example

EXAMPLE

Calculgt.et Fhe l?ody—effect parameter for the unimplanted n-channel transistor in Table 2.1
Utilizing in (2.33) the parameters given in Table 2.1, we obtain -

Y= V216 X 10-19)(11.6 X 8.86 X 10~14)(1015)
X 10 = (.21 vI? (2.34)

The calculation of body effect in an im istor i
: _ planted transistor is complicated by the fact
tﬂt;:ecsl}l]irllgil Ollst not umf?rmly doped and the preceding simple expression does nym app;;§ 'tl?;(:
: age as a function of body bias voltage can be approximated agai i
ing the implanted layer to be approximated b sribut impurity of prr
. y a box distribution of impurity of depth X;
concentration ;. For small values of body bi rate D on ayer
] ‘ . y bias where the channel-substrate depleti
resides entirely within the implanted la fect | g to tom
' ; yer, the body effect is that correspondi
sistor with channel doping (N; + N,). For lar, i Moo the deptetion
' . ger values of body bias for which the depleti
lfz;)éfrc z;&:::;]s 1gtotthe substrate beyond the implanted distribution, the incremental bgdylf(:)fn
onds to a transistor with substrate doping N,. A typi iati i
' ; . A typical variation of thresh
voltage as a function of substrate bias for this type of device is illustrated in Fi;s2 led

(Eitr;e;:voen ﬁ:;qr::::ll( l..englflh.d Tt?e (%ate dimension parallel to current flow that is actually

: 1s called the drawn channel length L This is the

to on circuit schematics. Because of ex iations and " octs e shyeieal
1atics. Be f exposure variations and other effects, the physi

length of the polysilicon strip defining the gate may be somewhat larger or smaﬁez SLLC:;

+2.5r

+2.0

-7

1.5 Impianted transistor

= +1.0F

+05 Voo / Unimplanted transistor
0 | | |

1
T 2 3 4

0s|- Y24+ Vsp

Figure 2. i ariati
gure 2.61 Typical variation of threshold voltage as a function of substrate bias for n-channel

devices with uniform i
¢ channel doping (no channel implant i i i
resulting from threshold adjustment channel implant.p ) and with nonuaiform channel doping
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the device is the physical length of the polysilicon
e ]:ihc aicr:\:: lt}f: 2?;: :)ggtit?a;)fhffusions of the SO;:HCC and the drain under the gate.
o o i ﬁlbe termed the metallurgical channel length and is the dislgnce between the
i lengt'h V{I ource and drain junctions. Assuming that the lateral diffusion of the source
metallufglca Sach equal 1o Ly, the metallurgical channel lengthis L = (Ldrwn - 2Ld).'
e ar;:) etransistor is biased in the active or saturation region, a deplet}on region
i e the drain region and the end of the channel. In Chapter 1, thg width of this
ems';snb;zze;:ﬁned as X,;. Thus for a transistor operating in the active region. the actual
regi

effective channel length Leg is given by .
Let = Lorwn — 2La = Xa (2.35)

mination of X4 is complicated by the fact that the ﬁelfi disqibution in the
_dimensional and quite complex. The drain dep}e@n w1dth X4 can be
ming that the electric field in the drain region 1s one_—%lrnelnsmna;
i idth i -si juncti ith an applied voltage o
letion width is that of a one-sided step junction wit A
";;Id ttiat\/the iekll)e:el Voy = Vgs — Vi i the potential at the drain end of the channel with
rezf)ect tc;) vt’he source. This assumption is used in the following example.

in Chapter 1, the small-signal output resistance of the transistor is inversely

As shownt inverscly
propoxiional to the effective channel length. Because the performance of analog circuits of:

ten depends strongly on the transistor small-signal output resistance, analog.qrc;ut.s Oft‘fn
use channel lengths that are longer than the minimum channel length for digital circuits.

This statement is particularly true for unimplanted transistors.

A precise dete
drain region is two
approximated by assu

EXAMPLE ' ‘ f
Estimate the effective channel length for the unimplanted and }mp}ante% ;razsmt;g: tﬁ;
the process shown in Table 2.1 and the device geometry sbown in Fig. ?0 .A Séilculate
device is biased at a drain-source voltage of 5V and a drain cu.rrem of 10 pA. peulete
the transconductance and the output resistance. For the calculation of Xd, assxtlmej b
depletion region between the drain and the end of the channel behaves like a s ep J:jleduced.
At the given drain bias voltage, assume that the values of dX4/dVps have been

from other measurements to be 0.1 pm/V for the unimplanted device and 0.02 pm/V for

the implanted device. o
The metallurgical channel length is given by

L = Lywn — 2Lg = 6 pm — (2 X 0.3 wm) = 5.4 pm (2.36)

The effective channel length is this length minus the width of the deplet_ion regiop atttel;e
drain X,. In the active region, the voltage at the drain end of the channel is approximately

(VGS - V,)‘ From (1166),

_ZIL/L = Vo 2.37)
Hon CoxW

If we ignore Xy at first and assume that L = L, we obtain a Y"V of (‘).16.V using t.he (::;;
from the Table 2.1. Thus the voltage across the drain depletion region 15 ap.prox%mathat
4.84 V. To estimate the depletion-region width, assume itis a one-sided step Juncttlxorit ”
mainly exists in the lightly doped side. Since the channel and 'the drain are I;ot. ,:lla};er,
regions, the built-in potential of the junction is near zero. The w1§th of the depdetlogmm,g
can be calculated using (1.14) or the nomograph in Fig. 2.29. Using (1.}4), and as

Np = Ny,
2e (Vps — Vo) (238)
th' = ”——7\]—/—‘
qiNa

Vs — Vi =

B G stnitimisiomnmsmpmnsns - o o
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For the unimplanted device, this equation gives a depletion width of 2.4 wm. For the im-
planted device, the result is 0.5 wm, assuming an effective constant channel doping of
2.1 X 10'® atoms/cm?®. Thus the effective channel lengths of the two devices would be
approximately 3.0 pm and 4.9 wm, respectively.

From (1.180), the device transconductance is given by

&m = \/2,anC(,J(W/L)ID (2.39)

Assuming that g, = 700 cm*/V-s, we find

gn = V2 (700)(8.6 X 10-3)(50/3.0)(10 X 1076) = 141 pA/V  (2.40)

for the unimplanted transistor and

gm = /2 (700)(8.6 X 10-8)(50/4.9)(10 X 10°6) = 111 pA/V 2.41)

for the implanted transistor.
The output resistance can be calculated by using (1.163) and (1.194). For the unim-

planted device,
L [dX; ' (3.0pm 1
= = = 30MQ 2

T (dVDS) 10 pA /0.1 pm/V (242)

For the implanted device,

ro = ___*A4.9p,m _1_»
7 \10pA )0.02 pmyV

Because the depletion region for unimplanted devices is much wider than for implanted
devices, the channel length of unimplanted devices must be made longer than for im-
planted devices to achieve comparable punch-through voltages and small-signal output
resistances under identical bias conditions.

= 5 M) (2.43)

Effective Channel Width. The effective channel width of an MOS transistor is determined
by the gate dimension parallel to the surface and perpendicular to the channel length over
which the gate oxide is thin. Thick field oxide regions are grown at the edges of each
transistor by using the local-oxidation process described in Sections 2.2.7 and 2.8. Before
the field oxide is grown, nitride is deposited and patterned so that it remains only in areas
that should become transistors. Therefore, the width of a nitride region corresponds to the
the drawn width of a transistor. To minimize the width variation, the field oxide should
grow only vertically; that is, the oxide thickness should increase only in regions were
nitride does not cover the oxide. In practice, however, some lateral growth of oxide also
occurs near the edges of the nitride during field-oxide growth. As a result, the edges of the
field oxide are not vertical, as shown in Figures 2.9 and 2.54. This lateral growth of the
oxide reduces the effective width of MOS transistors compared to their drawn widths. It is
commonly referred to as the bird's beak because the gradually decreasing oxide thickness
in the cross sections of Figures 2.9 and 2.54 resembles the corresponding portion of the
profile of a bird.

As aresult, both the effective lengths and the effective widths of transistors differ from
ic corresponding drawn dimensions. In analog design, the change in the effective length
1s usually much more important than the change in the effective width because transistors
usually have drawn lengths much less than their drawn widths. As a result, the difference
b.etween the drawn and effective width is often ignored. However, this difference is some-
times important, especially when the matching between two ratioed transistors limits the
accuracy of a given circuit. This topic is considered in Section 4.2,
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Intrinsic Gate-Source Capacitance. As described in Chapter 1, the intrinsic gate-source
capacitance of the transistor in the active region of operation is given by

2
Cg: = §WLefanx (2.44)
The calculation of this parameter is illustrated in the next example.

Overlap Capacitance. Assuming that the source and drain regions each diffuse under
the gate by Ly after implantation, the gate-source and gate-drain overlap capacitances are

given by
Cul = WLdCox (245)

This parasitic capacitance adds directly to the intrinsic gate-source capacitance. It consti-
tutes the entire drain-gate capacitance in the active region of operation.

Junction Capacitances. Source-substrate and drain-substrate capacitances result from
the junction-depletion capacitance between the source and drain diffusions and the sub-
strate. A complicating factor in calculating these capacitances is the fact that the substrate
doping around the source and drain regions is not constant. In the region of the periphery
of the source and drain diffusions that border on the fieid regions, a relatively high surface
concentration exists on the field side of the junction because of the field threshold adjust-
ment implant. Although approximate calculations can be carried out, the zero-bias value
and grading parameter of the periphery capacitance are often characterized experimen-
tally by using test structures. The bulk-junction capacitance can be calculated directly by
using {1.21) or can be read from the nomograph in Fig. 2.29.

An additional capacitance that must be accounted for is the depletion capacitance
between the channel and the substrate under the gate, which we will term C,,. Calculation
of this capacitance is complicated by the fact that the channel-substrate voltage is not
constant but varies along the channel. Also, the allocation of this capacitance to the source
and drain varies with operating conditions in the same way as the allocation of Cys. A
reasonable approach is to develop an approximate total value for this junction capacitance
under the gate and allocate it to source and drain in the same ratio as the gate capacitance
is allocated. For example, in the active region, a capacitance of two-thirds of C¢, would
appear in parallel with the source-substrate capacitance and none would appear in parallel
with the drain-substrate capacitance.

EXAMPLE
Calculate the capacitances of an implanted device with the geometry shown in Fig. 2.59.
Use the process parameters given in Table 2.1 and assume a drain-source voltage of 5V,
drain current of 10 pA, and no substrate bias voltage. Neglect the capacitance between
the channel and the substrate. Assume that X, is negligibly small.

From (2.44), the intrinsic gate-source capacitance is

Cys = %WLcﬁCO_\- = @)50 pm X 5.4 pm X 0.86 fF/pm? = 155 fF (2.46)
From (2.45), the overlap capacitance is given by

Cy = WLsCop = 50 pm X 0.3 pm X 0.86 fR/pm? = 12.9 fF (247)

Thus the total gate-source capacitance is (Cgs + Cop) OF 168 fF. The gate-drain capacitancé
is equal to the overlap capacitance, or 12.9 fF.
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‘The source- and drain-to-substrate capacitances consist of two portions. The periph
or S“?ewa“ part C s, 1s associated with that portion of the edge of the diﬂéusionp - tlilry
is adjacent to the field region. The second portion ' is the depletion capacitance Ell)rea oon
the dlffused Jjunction and the bulk silicon under the source and drain Igor the bia. ot
gons given, the source-substrate junction operates with zero bias ami the drain-S\SﬂgondL
junction has a reverse bias of 5 V. Using Table 2.1, the periphe rtion f Srae
substrate capacitance is ’ phery portion for the source-

Cjsw(source) = (50 um + 9 wm + 9 um)(0.5 fF/pm) = 34 {F (2.48)

Hc.re. the perimeter is set equal to W + 2L because that is the distance on the surface of th,

sx.hcon around the part of the source and drain regions that border on field-oxide regio y
Since the substratg doping is high along this perimeter to increase the magnitude %f tnhs ‘
threshold voltage in the field regions, the sidewall capacitance here is dominant. The bulli:

capacitance is simply the s _diffusi S !
e able 2.1 ply the source-diffusion area multiplied by the capacitance per unit area

Cj(source) = (50 pm)(9 u.m)(0.08 fF/p,mz) = 36 fF (2.49)
The total capacitance from source to bulk is the sum of these two, or
Cy = 70fF (2.50)

For the geometry given for this exam istor i i

' : ' ple, the transistor is symmetrical, and the so

and dr_am areas and penpherxes are the same. From Table 2.1, both the bulk and perip;::r:c
c;lpacuances have a grading coefficient of 0.5. As a result, the drain-bulk capacitance i}s,
the same as the source-bulk capacitance modified to account for the 5 V reverse bi

the junction. Assuming ¢y = 0.65V, o

(T0fF)  _ (T0fF)

Cop= —i . = 2oL =04
1 + Vppliy 1+ 5/0.65 fF 230

2.9.2 p-Channel Transistors

:‘rhe p-channel transistor in most CMQS technologies displays dc and ac properties that
e compara}ale to the n-channel transistor. One difference is that the transconductance
g:ieiuc'r;e;er k' of a p-channel device is about one-half to one-third that of an n-channel
260 ::}(l:iz;u;;ffholes hgve coq§spondingly lower mobility than electrons. As shown in
faétor ;\nomelr ;?;:feeni rir;o?hlelltt)f/ also Cr;:/({i(l;cées th;la fT of p-channe! devices by the same
 An hat for a technology with a p-type substra -
;ﬁ;ﬁgb& ;h.e substrate tenpmal gf the p-channel transistors cz:ln}:)eygectricallyt eisirllgt:d
mlos Circm\;ctes ?lre made in an 1mplanted'well. Good use can be made of this fact in
Do e 0;)1 z; ne;/l';l}t]; :;h: L:tr)rsxgz;it of tilhe high body]effect in these devices. For a CMOS
I - substrate with p-type we Is, the p-channel devic
lnlt Ctlk:e substratg material, which 1s.com\ected to the highest pcl))wer-supply volfasgzritrlrt‘iﬁ:
%?‘nel dev1ce§ can hav; electrically isolated substrate terminals. ’
chann; g:icigéz;n;nnc;fnclj;:rl;z F:Ciiriafz;neters fpr Ifl-ckflannel devices proceeds exactly as for n-
. : erence is the fact that for the p-channel transistors
umsrf:ll;;lﬁl \;gltage that results if no tlhreshold adjustment implant 11; used 1s relativl:;;r;i:g};le
Work‘funcﬁoe range of 1 to 3 V. This occurs because the polarities of the Q;; term and Iht‘:
b decrea;)i terr?1 are such that they tend to increase the p-channel threshold voltages
implant ng the n-channel threshold voltages. Thus the p-type threshold adjustment
18 used to reduce the surface concentration by partially compensating the doping
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of the n-type well or substrate. Thus in contrast to the n-channel device, the p-channel tran-
sistor has an effective surface concentration in the channel that is lower than the bulk con-
centration, and as a result, often displays a smaller incremental body effect for low values
of substrate bias and a larger incremental body effect for larger values of substrate bias.

2.9.3 Depletion Devices

The properties of depletion devices are similar to those of the enhancement device already
considered, except that an implant has been added in the channel to make the threshold
negative (for an n-channel device). In most respects a depletion device closely resem-
bles an enhancement device with a voltage source in series with the gate lead of value
(Vip — ViE), where V,p is the threshold voltage of the depletion-mode transistor and Vg is
the threshold voltage of the enhancement-mode transistor. Depletion transistors are most
frequently used with the gate tied to the source. Because the device is on with Vgs = 0,
if it operates in the active region, it operates like & current source with a drain current of

_ _pnCox W
Ipss = ID‘Vcszo = 2”—[

V2, (2.52)

An important aspect of depletion-device performance is the variation of Ipss with pro-
cess variations. These variations stem primarily from the fact that the threshold voltage
varies substantially from its nominal value due to processing variations. Since the tran-
sistor Ipgs varies as the square of the threshold voltage, large variations in Ipgs due to
process variations often occur. Tolerances of 40 percent or more from nominal due to
process variations are common. Because Ipgs determines circuit bias current and power
dissipation, the magnitude of this variation is an important factor. Another important as-
pect of the behavior of depletion devices stems from the body effect. Because the threshold
voltage varies with body bias, a depletion device with Vs = 0 and vy, # O displays a fi-
nite conductance in the active region even if the effect of channel-length modulation is
ignored. In turn, this finite conductance has a strong effect on the performance of analog
circuits that use depletion devices as load elements.

2.9.4 Bipolar Transistors

Standard CMOS technologies include process steps that can be used to form a bipolar
transistor whose collector is tied to the substrate. The substrate, in turn, is tied to one of
the power supplies. Fig. 9 62a shows a cross section of such a device. The well region
forms the base of the transistor, and the source/drain diffusion of the device in the well
forms the emitter. Since the current flow through the base is perpendicular to the surface
of the silicon, the device is a vertical bipolar transistor. It is a pnp transistor in processes
that utilize p-type substrates as in Fig. 2.62a and an npn transistor in processes that use
an n-type substrate. The device is particularly useful in band-gap references, described in
Chapter 4, and in output stages, considered in Chapter 5. The performance of the device
is a strong function of well depth and doping but is generally similar to the substrate pnp
transistor in bipolar technology, described in Section 2.5.2.

The main limitation of such a vertical bipolar transistor is that its collector is the sub-
strate and is connected to a power supply to keep the substrate p-n junctions reverse biased.
Standard CMOS processes also provide another bipolar transistor for which the collector
need not be connected to a power supply.?? Figure 2.62b shows a cross section of such
a device. As in the vertical transistor, the well region forms the base and a source/draih
diffusion forms the emitter. In this case, however, another source/drain diffusion forms th_e
collector C;. Since the current flow through the base is parallel to the surface of the sili-

i
%
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Figure 2.62 (a) Cross section of a
vertical pnp transistor in an n-well
IC‘T T Ie CMOS process. (b) Cross section of
Al }ateral and vertical pnp transistors
| A in an n-well CMOS process. (c)
© Schematic of the bipolar transistors
in (b).

fl?illli,ztins device is a lateral bipolar transistor. Again, it is a pnp transistor in processes that
s 1rlz—type well.s and an n pn transistor in processes that use p-type wells. The emitter
n ;:) ectgr of this late‘ral devy:e correspond to the source and drain of an MOS transis-
bia.sec!ntt;eop ;ioa'l hglre is toffbulld a bipolar transistor, the MOS transistor is deliberately
¢ in the cutoff region. In Fig. 2.62b, for example, th
transistor must be connected t jen o bt the ot A
o0 a voltage sufficient to bias it in th i
: . ‘ S toff region. A k
point here is that the base width of th i i opor The ¢ o
e lateral bipolar device ¢
length of the MOS device. ’ orresponds o the channel
One limitati ; .
forme(rile ;11‘1;1;;22;1 t?f thlxs structure is that when a lateral bipolar transistor is intentionally
, ipolar transistor is also formed. In Fig. 2.62b, th i
connections of the vertical transistor ' E o tamston ot e et
. are the same as for the lateral i
Tomecuions of the | I tra s ateral transistor, but the col-
te, which is connected to the lowest
fec he st e, wh supply voltage. When th i
njects minority carriers into the b colloctod
ase, some flow parallel to th >
by e collens : p o the surface and are collected
of the lateral transistor Cy. How hy i
fove o o 1. ever, others flow perpendicular to the sur-
ected by the substrate C,. Fi i i
. . Figure 2.62¢ models this beh b i
a transistor symbol with one emi et T
emitter and one base but two coll i
e ( o collectors. The current I¢y is
o tcr(;ﬂ:ftfr current of the lateral transistor, and I is the collector current of the vcclrti-
injection Z or. Although the base current is small because little recombination and reverse
o ceur, the undesired current I, is comparable to the desired current /¢-1. To min-
oo arrano, the collector of the lateral transistor usually surrounds the emitter, and the
ea as well as the lateral base width are minimized. Even with these tecimiques

—
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however, the ratio of /¢2/I¢1 is poorly controiled in practice.22%3 If the total emitter current
is held constant as in many conventional circuits, variation of I¢ca/I¢1 changes the desired
collector custent and associated small-signal parameters such as the transconductance. To
overcome this problem, the emitter current can be adjusted by negative feedback so that
the desired collector current is insensitive to variations in Iczlla.24

Some important properties of the lateral bipolar transistor, including its Br and fr,
improve as the base width is reduced. Since the base width corresponds to the channel
length of an MOS transistor, the steady reduction in the minimum channel length of scaled
MOS technologies is improving the performance and increasing the importance of the
available lateral bipolar transistor.

2.10 Passive Components in MOS Technology

In this section, we describe the various passive components that are available in CMOS
technologies. Resistors include diffused, poly-silicon, and well resistors. Capacitors include
poly-poly, metal-poly, metal-silicon, silicon-silicon, and vertical and lateral metal-metal.

2.10.1 Resistors

Diffused Resistors. The diffused layer used to form the source and drain of the n-channel
and p-channel devices can be used to form a diffused resistor. The resulting resistor struc-
ture and properties are very similar to the resistors described in Section 2.6.1 on diffused
resistors in bipolar technology. The sheet resistances, layout geometries, and parasitic ca-
pacitances are similar.

Polysilicon Resistors. At least one layer of polysilicon is required in silicon-gate MOS
technologies to form the gates of the \ransistors, and this layer is often vsed to form re-
sistors. The geometries employed are similar to those used for diffused resistors, and the
resistor exhibits a parasitic capacitance to the underlying layer much like a diffused resis-
tor. In this case, however, the capacitance stems from the oxide layer under the polysilicon
instead of from a reverse-biased pn junction. The nominal sheet resistance of most polysil-
icon layers that are utilized in MOS processes is on the order of 20 (/7 to 80 /] and
typically displays a relatively large variation around the nominal value due to process
variations. The matching properties of polysilicon resistors are similar to those of dif-
fused resistors. A cross section and plan view of a typical polysilicon resistor are shown in
Fig. 2.63a.

The sheet resistance of polysilicon can limit the speed of interconnections, especially
in submicron technologies. To reduce the sheet resistance, a silicide layer is sometimes
deposited on top of the polysilicon. Silicide is 2 compound of silicon and a metal, such
as tungsten, that can withstand subsequent high-temperature processing with little move-
ment. Silicide reduces the sheet resistance by about an order of magnitude. Also, ithas litle
effect on the oxidation rate of polysilicon and is therefore compatible with conventional
CMOS process technologies.? Finally, silicide can be used on the source/drain diffusions

as well as on the polysilicon.

Well Resistors. In CMOS technologies the well region can be used as the body of a resistor
Ttis a relatively lightly doped region and when used as a resistor provides a sheet resistance

on the order of 10 kQ/C]. Iis properties and geometrical layout are much like the epitaxi
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resistor dCNCI"lb.f’:d in Section 2.6.2 and shown in Fig. 2.42. It displays large tolerance, high
voltage coefficient, and high temperature coefficient relative to other types of res{stofs

ngher Shee[ resistance can be achieved by the addl[lOll of [he p]HChl]l dl“uSl()ll ust as

MOS Devrlces'as Resistors. The MOS transistor biased in the triode region can be used
in 1malny ercultg to perfogn the function of a resistor. The drain-source resistance can be
calculated by dlfferentlatlng the equation for the drain current in the triode region with
respect to the drain-source voltage. From (1.153), -

_ (ﬁ&)ﬁl _L 1
Vps W k' (Vgs — Ve = Vps) (2.53)

S‘mce‘L/ W gives the number of squares, the second term on the right side of this equa-
tion gives the sheet resistance. This equation shows that the effective sheet resistanceqis a
funcn.o.n of the applied gate bias. In practice, this sheet resistance can be much hi hef than
Polymhcon or diffused resistors, allowing large amounts of resistance to be implgernented
glazril Ssisrrlzlrl (a)lreee;lgﬁsoj mi resistance can be mad_e o tlrack the transconductance of an MOS
ransistor ¢ ?0 ur gt‘m the active region, allowing circuits to be designed with properties
o ative 10 48 52 1?ns 1;1 grocess, supply, and temperature. An example of such a circuit
Gearemnf romtins gtlonf h 3. Thg pr1nc1pal drawback of this form of resistor is the high
fy brec of nont blltrc;ey 0 cti e reskl\lltmg.reswtor element; that is, the drain-source resistance
effectively i A ag;xllicz toig nts‘e drain-source voltage. Nevertheless, it can be used very

2.10.2 Capacitors in MOS Technology

fl;i rz: glissg:icoglpolnent, capacitors play a much more important role in MOS technology

i g’n u[n }PO ar technology. Because of the fact that MOS transistors have virtually

wsing Mog ! rcsll.?tance, voltages stored on capacitors can be sensed with little leakage

e Lo mplifiers. As a result_, capacitors can be used to perform many functions that
aditionally performed by resistors in bipolar technology.

___________”
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Poly-Poly Capacitors. Many MOS technologies that are used to implement analog func-
tions have two layers of polysilicon. The additional layer provides an efficient capacitor
structure, an extra layer of interconnect, and can also be used to implement floating-gate

memory cells that are electrically programmable and optically erasable with UV light

(EPROM). A typical poly-poly capacitor structure is shown in cross section and plan view

in Fig. 2.63b. The plate separation is usually comparable to the gate oxide thickness of the

MOS transistors.

An important aspect of the capacitor structure is the parasitic capacitance associated
with each plate. The largest parasitic capacitance exists from the bottom plate to the un-
derlying layer, which could be either the substrate or a well diffusion whose terminal is
electrically isolated. This bottom-plate parasitic capacitance is proportional to the bottom-
plate area and typically has a value from 10 to 30 percent of the capacitor itself.

The top-plate parasitic is contributed by the interconnect metallization or polysilicon

that connects the top plate to the rest of the circuit, plus the parasitic capacitance of the
hown in Fig. 2.63b, the drain-substrate

transistor to which it is connected. In the structure s
capacitance of an associated MOS transistor contributes to the top-plate parasitic capaci-

tance. The minimum value of this parasitic is technology dependent but is typically on the

order of 5 fF to 50 fF.

Other important parameters of monolithic capacitor structures are the tolerance, volt-
age coefficient, and temperature coefficient of the capacitance value. The tolerance on the
absolute value of the capacitor value is primarily a function of oxide-thickness variations
and is usually in the 10 percent to 30 percent range. Within the same die, however, the
matching of one capacitor to another identical structure is much more precise and can typ-

ically be in the range of 0.05 percent to 1 percent, depending on the geometry. Because
the plates of the capacitor are a heavily doped semiconductor rather than an ideal conduc-
tor, some variation in surface potential relative to the bulk material of the plate occurs as
voltage is applied to the capacitor.26 This effect is analogous to the variation in surface

sistor when a voltage is applied to the gate. However,

potential that occurs in an MOS tran:
since the impurity concentration in the plate is usually relatively high, the variations in

surface potential are small. The result of these surface potential variations is a slight vari-
ation in capacitance with applied voltage. Increasing the doping in the capacitor plates
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Figure 2.63 (b) Plan view
R s and cross section of typ!
{b) poly-poly capacitor.
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re?uzeﬁs thelvoltage coefficient. For tk}e impurity concentrations that are typically used in
polysilicon layers, the voltage coefficient is usually less than 50 ppm/V. 2627 a level small
enough to be neglected in most applications. ’ o
var :ﬁ 0‘;,&2:;311 in the.;:apfacitance value also occurs with temperature variations. This
s primarily from the temperature variation of ial i
. . the surface potential in th
plates previously described.?® Also, seconda i ; variation
: : R , ry effects include the tem; jati
of the dielectric constant and the ex i i P ic. For heavily
pansion and contraction of the dielectric. F i
tr . nd . For he
doped polysilicon plates, this temperature variation is usually less than 50 ppm/°C 22;,71]},

x}c;sn ::lzzist?;st :s n(i:cg)cw:itors. The MOS transistor itself can be used as a capacitor
¢ triode region, the gate forming one plate a i

. , nd the source, drain, and

;}'izxrmel forming afmothcr. Unfonl{natelyf because the underlying substrate is lightly d(;ped

2k C;:;; 2z;(l;r.ltoun‘;o lsurfacc;,n potential variation occurs with changes in applied voltage an(i

itor displays a high voltage coefficient. In noncriti icati
. . ritical applications, h i
can be used effectively under two conditi ircui " b ouch s way
ons. The circuit must be designed i

that the device is biased in the triod i i C vaus & dored. oy
. e region when a high capacitance value i i

the high sheet resistance of the bott ¥ ) st e ko, it

om i
the high plate formed by the channel must be taken into

gizrer:at\i/‘?:lf;licfcpacitor ‘ffrucfures. In processes with only one layer of polysilicon,

ures must be used to implement capacitive el ’

: ! ements. One approach in-

vg%vc§l_me 1]nsert10n of an extra mask to reduce the thickness of the oxide 0111) Ft)op of tlkrlle

nggftssl l;C?n ayfg1 S0 tha;I when the interconnect metallization is applied, a thin-oxide layer
etween the metal layer and the polysilicon layer i ’

_ la yer in selected areas. Suc 1
has properties that are similar to poly-poly capacitors. s Sucha capacior
e r/?igﬁtlgcf:raiagitcltor 1mlg]emen£ation in single-layer polysilicon processing involves the

ra masking and diffusion operation such that a diffi i
sheet resistance can be formed unde; ili o o e e e
: rneath the polysilicon layer in a thi i i
is not possible in conventional silicon ! o T e
( -gate processes because the polysilicon 1 i
posited before the source-drain im iffusi . The prosenios ot
plants or diffusions are performed. Th i
such capacitors are similar to the , e bt e o,
uc poly-poly structure, except that the b
sitic capacitance is that of a prn j i ichi : e
C pn junction, which is voltage depend i
t, 5 ths oty ge dependent and is usually larger
y case. Also, the bottom plate has a j i
. oly- case. . , junction leakage c i
assof:rlated Wlth it, which is important in some applications. ge cument that s
e m(;;;/(;l;idtléz lr;e‘lad for chtrg proc;:ssing steps, capacitors can also be constructed using
. ayers with standard oxide thicknesses between 1
In a process with one layer of polysili e oo et e
ysilicon and two layers of metal, th
poly can be connected together to fi i e b o o
orm one plate of a capacit d
e e oonnec : pacitor, and the bottom metal can
other plate. A key disadvanta
. : . ge of such structures, however, is th
capacitance per unit area is small be: i i n o b
capa cause the oxide used to isol
o : ate one layer from another
- mfsk;)zi}:ieref};)re, such capacitors usually occupy large areas. Furthermore, the thickness
length, s ae c alnges little as CMOS processes evolve with reduced minimum channel
ot émau rCSl(li t, tbe area required .b)./ analog circuits using such capacitors undergoes a
s iooma elr) reduction thap that of digital circuits in new technologies. This characteristic
portant because reducing the area of an integrated circuit reduces its cost.

Late i

me:lSi(r?lZF;?ecio; :;tiruciiures. _To reduce the cagacitor area, and to avoid the need for extra

Tyor of meta]% , : eral capacitors can be used.?® A lateral capacitor can be formed in one

Fo o widt}}ll (e):?z:;atmg one plate _from another by spacing s, as shown in Fig. 2.64a.

where € 1o the g0 e metal and ¢ is the meta} thickness, the capacitance is (wre/s)
ielectric constant. As technologies evolve to reduced feature sizes, thé
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B A Figure 2.64 (a) Lateral capacitor in one
level of metal. (b) Capacitor using two lev-
}._—4 els of metal in which both lateral and ver-
L tical capacitance contribute to the desired
(b} capacitance.

minirum metal spacing shrinks but the thickness changes little; therefore, the die area
required for a given lateral capacitance decreases in scaled technologies.?’ Note that the
lateral capacitance is proportional to the perimeter of each plate that is adjacent to the other
in a horizontal plane. Geometries to increase this perimeter in a given die area have been
proposed.?®

Lateral capacitors can be used in conjunction with vertical capacitors, as shown in
Fig. 2.64b.%8 The key point here is that each metal layer is composed of multiple pieces,
and each capacitor node is connected in an alternating manner to the pieces in each layer.
As a result, the total capacitance includes vertical and lateral components arising between
all adjacent pieces. If the vertical and lateral dielectric constants are equal, the total capaci-
tance is increased compared to the case in which the same die area is used to construct onty
a vertical capacitor when the minimum spacing s < /2t (tox)s where ¢ is the metal thick-
ness and £, is the oxide thickness between metal layers. This concept can be extended to
additional pieces in each layer and additional layers.

2.10.3 Latchup in CMOS Technology

The device structures that are present in standard CMOS technology inherently comprise
a pnpn sandwich of layers. For example, consider the typical circuit shown in Fig. 2.65a.
It uses one n-channel and one p-channel transistor and operates as an inverter if the two
gates are connected together as the inverter input. Figure 2.65b shows the cross section in
an n-well process. When the two MOS transistors are fabricated, two parasitic bipolar tran-
sistors are also formed: a lateral npn and a vertical pnp. In this example, the source of the
n-channel transistor forms the emitter of the parasitic lateral npn transistor, the substrate
forms the base, and the n-well forms the collector. The source of the p-channel transistof
forms the emitter of a parasitic vertical pnp transistor, the n-well forms the base, and the
p-type substrate forms the collector. The electrical connection of these bipolar transistors
that results from the layout shown is illustrated in Fig. 2.65¢. In normal operation, a
pn junctions in the structure are reverse biased. If the two bipolar transistors enter the

1l the
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Figure 2.65 (a) Schematic of a typical CMOS device pai ion i i
igure ( pair. (b) Cross section illustratin -
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active region for some reason, however, the circuit can display a large amount of positiv
feedback, c.:a}using both transistors to conduct heavily. This device structure is sirl;n'lar t:
that .of a silicon-controlled rectifier (SCR), a widely used component in power-control
fipphcatlons. In Power—control applications, the property of the pnpn sandwich to remain
in th§ on state with no externally supplied signal is a great advantage. However, the result
of this behaxflc.)r here is usually a destructive breakdown phenomenon called la;chu
ch The positive feedback .1oop is labeled in Fig. 2.65¢. Feedback is studied in d;;il in
o ;p:::;sssind 9. To e).cplam why the feedback around this loop is positive, assume that
f istors are active and that the base current of the npn transistor increases by i
cor some reason. Then the collector current of the npn transistor increases by B,,,,i. This
cﬁﬁzﬁt f1150 fvlil:}ed otutfm;1 the base of the pnp transigtor if R» is ignored. As a repsult, the
i e ow ﬂog osu 0 the collector of the pnp transxgtor increases by BpnBpnpi. Finally,
A ws into the base of the npn transistor if Ry is ignored. This analysis shows
el icgen;;ate;(s acurrent that flows in .the same direction as the initial disturbance;
esponas ,0 o eedback is positive. I'f the gain around the loop is more than unity, the
bisaiar wons ‘: circuit to the 1n1t{al disturbance continues to grow until one or both of the
oo 1; ors saturate, In _thls case, a large current flows from the positive supply to
atehup, L R ae ;(Jiolgver supply is turned off or the circuit burns out. This condition is called
- these.resislt OrI; (hé axzrl‘a;ge ex;ox;‘gh that .base currents are large compared to the currents
product of the be’tas if great;)ru Sla; :r}iot;? 1 BrnPinp- Therefore latchup can occurif the
asedl,:‘IJ; Eicgup ﬁto occur, one of the _junc_tions in the sandwich must become forward bi-
betweon e(;::i X tguram(;)n illustrated in Fig. 2.65, current must flow in one of the resistors
curton os er and the pase of one of the two transistors in order for this to occur. This
n come from a variety of causes. Examples are an application of a voltage that is




150 Chapter2= Bipolar, MOS, and BICMOS Integrated-Circuit Technology

larger than the power-supply voltage to an input or output terminal, im
of the power supplies, the presence of large dc currents in the substrate or p- 0 n-well,
or the flow of displacement current in the substrate or well due to fast-changing internal
nodes. Latchup is more likely to occur in circuits as the substrate and well concentration is
made lighter, as the well is made thinner, and as the device geometries are made smaller,
All these trends in process technology tend to increase Ry and R; in Fig. 2.65b. Also,
they tend to increase the betas of the two bipolar transistors. These changes increase the
likelihood of the occurrence of latchup.

The layout of CMOS-integrated circuits must be carried out with careful attention paid
to the prevention of latchup. Although the exact rules followed depend on the specifics
of the technology, the usual steps are to keep R; and Ry, as well as the product of the
betas, small enough to avoid this problem. The beta of the vertical bipolar transistor is
determined by process characteristics, such as the well depth, that are outside the control
of circuit designers. However, the beta of the lateral bipolar transistor can be decreased
by increasing its base width, which is the distance between the source of the n-channel
transistor and the n-type well. To reduce Ry and R,, many substrate and well contacts
are usually used instead of just one each, as shown in the simple example of Fig. 2.65.
In particular, guard rings of substrate and well contacts are often used just outside and
inside the well regions. These rings are formed by using the source/drain diffusion and
provide low-resistance connections in the substrate and well to reduce series resistance.
Also, special protection structures at each input and output pad are usually included so
that excessive currents flowing into or out of the chip are safely shunted.

2.11 BiCMOS Technology

In Section 2.3, we showed that to achieve a high collector-base breakdown voltage in a
bipolar transistor structure, a thick epitaxial layer is used (17 pm of 5 (2-cm material for
36-V operation). This in turn requires a deep p-type diffusion to isolate transistors and other
devices. On the other hand, if alow breakdown voltage (say about 7 V to allow 5-V supply
operation) can be tolerated, then a much more heavily doped (on the order of 0.5 Q2-cm)
collector region can be used that is also much thinner (on the order of 1 pm). Under these
conditions, the bipolar devices can be isolated by using the same Jocal-oxidation technique
used for CMOS, as described in Section 2.4. This approach has the advantage of greatly
reducing the bipolar transistor collector-substrate parasitic capacitance because the heav-
ily doped high-capacitance regions near the surface are now replaced by low-capacitance
oxide isolation. The devices can also be packed much more densely on the chip. In ad-
dition, CMOS and bipolar fabrication technologies begin to look rather similar, and the
combination of high-speed, shallow, ion-implanted bipolar transistors with CMOS devices
in a BiCMOS technology becomes feasible (at the expense of several extra processing
steps).3° This technology has performance advantages in digital applications because the
high current-drive capability of the bipolar transistors greatly facilitates driving large c&
pacitive loads. Such processes are also attractive for analog applications because they allow
the designer to take advantage of the unique characteristics of both types of devices.
We now describe the structure of a typical high-frequency, Jow-voltage, oxide-isolatet
BiCMOS process. A simplified cross section of 2 high-performance process® is shown g
Fig. 2.66. The process begins with masking steps and the implantation of n-type antimon;
buried layers into a p-type substratc wherever an 7pn bipolar transistor or PMOS devic:
is to be formed. A second implant of p-type boron impurities forms a

proper sequencing

p-well wherever &
NMOS device is to be formed. This is followed by the growth of about 1 pm of n” &%
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Figure 2.66 Cross section of a high-performance BiCMOS process.
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which forms the collectors of the npn bipolar devices and the channel regions of the PMOS
devices. During this and subsequent heat cycles, the more mobile boron atoms out-diffuse
and the p-well extends to the surface, whereas the antimony buried layers remain essen-
tially fixed.

A masking step defines regions where thick field oxide is to be grown and these re-
gions are etched down into the epi layer. Field-oxide growth is then carried out, followed
by a planarization step where the field oxide that has grown above the plane of the surface
is etched back level with the other regions. This eliminates the lumpy surface shown in
Fig. 2.57 and helps to overcome problems of ensuring reliable metal connections over the
oxide steps (so-called step coverage). Finally, a series of masking steps and p- and n-type
implants are carried out to form bipolar base and emitter regions, low-resistance bipolar
collector contact, and source and drain regions for the MOSFETs. In this sequence, gate
oxide is grown, polysilicon gates and emitters are formed, and threshold-adjusting im-
plants are made for the MOS devices. Metal contacts are then made to the desired regions,
and the chip is coated with a layer of deposited SiOz. A second layer of metal interconnects
is formed on top of this oxide with connections where necessary to the first layer of metal
below. A further deposited layer of SiO; is then added with a third layer of metal inter-
connect and vias to give even more connection flexibility and thus to improve the density

of the layout.

2.12 Heterojunction Bipolar Transistors

A heterojunction is a pn junction made of two different matetials. Until this point, all the
junctions we have considered have been homojunctions because the same material (sili-
con) has been used to form both the n-type and the p-type regions. In contrast, a junction
between an a-type region of silicon and a p-type region of germanium or a compound of
silicon and germanium forms a heterojunction.

In homojunction bipolar transistors, the emitter doping is selected to be much greater
than the base doping to give an emitter injection efficiency y of about unity, as shown
by (1.51b). As a result, the base is relatively lightly doped while the emitter is heavily
doped in practice. Section 1.4.8 shows that the fr of bipolar devices is limited in part by
¢, which is the time required for minority carriers to cross the base. Maximizing fr is
jmportant in some applications such as radio-frequency electronics. To increase fr, the
base width can be reduced. If the base doping is fixed to maintain a constant y, however,
this approach increases the base resistance rp. In turn, this base resistance limits speed
because it forms a time constant with capacitance attached to the base node. As a result,
a tradeoff exists in standard bipolar technology between high fr on the one hand and low
ry on the other, and both extremes limit the speed that can be attained in practice.

One way to overcome this tradeoff is to add some germanium to the base of bipolar
transistors to form heterojunction transistors. The key idea is that the different materials
on the two sides of the junction have different band gaps. In particular, the band gap of
silicon is greater than for germanium, and forming a SiGe compound in the base reduces
the band gap there. The relatively large band gap in the emitter can be used to increase the
potential barrier to holes that can be injected from the base back to the emitter. Therefore,
this structure does not require that the emitter doping be much greater than the base doping
to give ¥ = 1. As a result, the emitter doping can be decreased and the base doping canbe
increased in a heterojunction bipolar transistor compared to its homojunction counterpart.
Increasing the base doping allows ry, to be constant even when the base width is reduced t

increase fr. Furthermore, this change also reduces the width of the base-collector depletion
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region in the base when the transistor operates in the forward active region, thus decreasi
Fhe effgct of base-width modulation and increasing the early voltage V;. Not onl dor:a;
increasing the base doping have a beneficial effect on performance, but also decreasi}lli the
emitter doping increases the width of the base-emitter, space-charge region in the emigtte
reducing the C, capacitance and further increasing the maximum speed. "
. The. baseA region of the heterojunction bipolar transistors can be formed by grow-
ing a thin ep13[2axi_al layer of SiGe using ultra-high vacuum chemical vapor deposition
_(UHV/CVD)‘ Since this is an epi layer, it takes on the crystal structure of the silicon
in thg substrate. Because the lattice constant for germanium is greater than that for silicon
the SiGe l_ayer forms under a compressive strain, limiting the concentration of germaniun;
and the ’thlckness of the layer to avoid defect formation after subsequent high-temperature
processing used at the back end of conventional technologies.?? In practice, with a base
thickness pf 0.1 pm, the concentration of germanium is limited to about 15 pt;rcent so that
the layef is unconditionally stable.** With only a small concentration of germanium, the
ghange in the band gap and the resulting shift in the potential barrier that limits rev’erse
injection of holes into the emitter is small. However, the reverse injection is an exponential
functloq of th.is barrier; therefore, even a small change in the barrier greatly reduces the
reverse injection and results in these benefits.

' In practice, the concentration of germanium in the base need not be constant. In par-
Flcular, the UHV/CVD process is capable of increasing the concentration of gerr'nampum
in the base from the emitter end to the collector end. This grading of the germanium con-
centration results in an electric field that helps electrons move across the base, further
reducing 7r and increasing fr. 7

Thc hgterojunction bipolar transistors described above can be included as the bipolar
transistors in otherwise conventional BICMOS processes. The key point is that the device
processing sequence retains the well-established properties of silicon integrated-circuit
processing because the average concentration of germanium in the base is small.® This
chgracterlstlc is important because it allows the new processing steps to be included as
a simple addition to an existing process, reducing the cost of the new technology. For
example, a BICMOS process with a minimum drawn CMOS channel length of 03. m
and heterojunction bipolar transistors with a fr of 50 GHz has been reported. The LLJ:se
of the heterojunction technology increases the fr by about a factor of two corﬁ ared to a
comparable homojunction technology. ’

2.13 Interconnect Delay

As the mmimum feature size allowed in integrated-circuit technologies is reduced, the
maximum operating speed and bandwidth have steadily increased. This trend stems p;rtly
fﬁ)m the reductions in the minimum base width of bipolar transistors and the minimum
:C ;Ii\:elhlsggth of MOS transistors, which iI.I turn increase the fr of these devices. While
introdﬁced t1)nctrlel:asAed the speeq of the transm_tors, however, it is also increasing the delay
pocd ar in[ey e dmtlercgnngcscnor}s to the. point whgre it could soon limit the maximum
duoed o grakt)e circuits. ThlS. delay is Increasing as the minimum feature size is re-
to tmerene s ge tlf width of rpetal l_mes and spacing between them are both being reduced
roases e nue ab ow?q de'nsxty‘of mterconnecnops. Decreasing the width of the lines in-
Spacing betWe? tehr 01~ squares for a fixed length, mc‘reasing the resistance. Decreasing the
portioa s n g ines increases the lateral capacitance between lines. The delay is pro-
materint e product _of th‘e resistance and capacitance. To reduce the delay, alternative
1als are being studied for use in integrated circuits.
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First, copper is replacing aluminum in metal layers because copper reduces the re-
sistivity of the interconnection by about 40 percent and is less susceptible to electromi-
gration and stress migration than aluminum. Electromigration and stress migration are
processes in which the material of a conductor moves slightly while it conducts current
and is under tension, respectively. These processes can cause open circuits to appear in
metal interconnects and are important failure mechanisms in integrated circuits. Unfor-
tunately, however, copper can not simply be substituted for aluminum with the same
fabrication process. Two key problems are that copper diffuses through silicon and sil-
icon dioxide more quickly than aluminum, and copper is difficult to plasma etch.3® To
overcome the diffusion problem, copper must be surrounded by a thin film of another
metal that can endure high-temperature processing with little movement. To overcome
the etch problem, a damascene process has been developed.?” In this process, a layer
of interconnection is formed by first depositing a layer of oxide. Then the interconnect
pattern is etched into the oxide, and the wafer is uniformly coated by 2 thin diffusion-
resistant layer and then copper. The wafer is then polished by a chemical-mechanical
process until the surface of the oxide is reached, which leaves the copper in the cavi-
ties etched into the oxide. A key advantage of this process is that it results in a planar
structure after each level of metalization.

Also, low-permittivity dielectrics are being studied to replace silicon dioxide to reduce
the interconnect capacitance. The dielectric constant of silicon dioxide is 3.9 times more
than for air. Forrelative dielectric constants between about 2.5 and 3.0, polymers have been
studied. For relative dielectric constants below about 2.0, the proposed materials include
foams and gels, which include air.36 Other important requirements of low-permittivity
dielectric materials include low leakage, high breakdown voltage, high thermal conduc-
tivity, stability under high-temperature processing, and adhesion to the metal layers.*® The
search for a replacement for silicon dioxide is difficult because it is an excellent dielectric

in all these ways.

2.14 Economics of Integrated-Circuit Fabrication

The principal reason for the growing pervasiveness of integrated circuits in systems of
all types is the reduction in cost attainable through integrated-circuit fabrication. Proper
utilization of the technology to achieve this cost reduction requires an understanding of
the factors influencing the cost of an integrated circuit in completed, packaged form. In
this section, we consider these factors.

2.14.1 Yield Considerations in Integrated-Circuit Fabrication

As pointed out earlier in this chapter, integrated circuits are batch-fabricated on single
wafers, each containing up to several thousand separate but identical circuits. At the end
of the processing sequence, the individual circuits on the wafer are probed and tested prior
to the breaking up of the wafer into individual dice. The percentage of the circuits that are
electrically functional and within specifications at this point is termed the wafer-sort yield
Y., and is usually in the range of 10 percent to 90 percent. The nonfunctional units can
result from a number of factors, but one major source of yield loss is point defects of various
kinds that occur during the photoresist and diffusion operations. These defects can result
from mask defects, pinholes in the photoresist, airborne particles that fall on the surface of
the wafer, crystalline defects in the epitaxial layer, and so on. If such a defect occurs in the
active region on one of the transistors or resistors making up the circuit, a nonfunctional
unit usually results. The frequency of occurrence per unit of wafer area of such defects

B 4
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Defects
Figure 2.67 Conceptual exam-

¥,s=0 Y, =10 - 62% ple of the effect of die size on
18 yield.

is ugually dependent primarily on the particular fabrication process used and not on the
pamotl}lar ci}l;cuith being fabricated. Generally speaking, the more mask steps and diffusion
operations that the wafer is subjec i i i
ssrface s that the waer s jected to, the higher will be the density of defects on the
The existence of these defects limits the size of the circuit that can be economically
fabricated on a single die. Consider the two cases illustrated in Fig. 2.67, where two iden-
tical wafers with the same defect locations have been used to fabricate circuits of different
area. Although the defect locations in both cases are the same, the wafer-sort yield of the
large qie would be zero, When the die size is cut to one-fourth of the original size, the wafer
sort yield is 62 percent. This conceptual example illustrates the effect of die sizc; on Wafel;-
sort yielq. Quantitatively, the expected yield for a given die size is a strong function of the
compkxny of the process, the nature of the individual steps in the process, and perhaps
most Jmponantly, the maturity and degree of development of the process a,s a whole anci
tpe 1pd1v1dual steps within it. Since the inception of the planar process, a steady reduc-
tion in defect densities has occurred as a result of improved lithography, increased use of
low-temperature processing steps such as ion implantation, improved manufacturing envi-
ronmental control, and so forth. Three typical curves derived from yield data on bipolar and
MOS processes are shown in Fig. 2.68. These are representative of yields for processes rang-
ing from a very complex process with many yield-reducing steps to a very simple process
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carried out in an advanced VLS fabrication facility. Also, the yield curves can be raised or
lowered by more conservative design rules, and other factors. Uncontrolled factors such as
testing problems and design problems in the circuit can cause results for a particular inte-
grated circuit to deviate widely from these curves, but still the overall trend is useful.

In addition to affecting yield, the die size also affects the total number of dice that can be
fabricated on a wafer of a given size. The total number of usable dice on the wafer, called the
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gross die per wafer N, is plotied in Fig. 2.69 as a function of die size for several wafer sizes
The product of the gross die per wafer and the wafer-sort yield gives the net good die eI:
wafer, plotted in Fig. 2.70 for the yield curve of Fig. 2.68, assuming a 4-in wafer, P
Onpe the wafer has undergone the wafer-probe test, it is separated into individual dice
by sawing or scribing and breaking. The dice are visually inspected, sorted, and readied
for assembly into packages. This step is termed die fab, and some loss of good dice occurs
in the process. Of the original electrically good dice on the wafer, some will be lost in the
die fab process due to breakage and scratching of the surface. The ratio of the electricall
gooq dice following die fab to the number of electrically good dice on the wafer before diz
fab 1s.called the die fab yield, Y. The good dice are then inserted in a package, and the
electrical connections to each die are made with bonding wires to the pins on the i)ackage
The packaged circuits then undergo a final test, and some loss of functional units usuall);
occurs because of improper bonding and handling losses. The ratio of the number of good
units at final test to the number of good dice into assembly is called the final test yield Y fe-

2.14.2 Cost Considerations in Integrated-Circuit Fabrication

The principal direct costs to the manufacturer can be divided into two categories: those
assoc?ated with fabricating and testing the wafer, called the wafer fab cost C,,, and those
associated with packaging and final testing the individual dice, called the packaging cost
Cp. If we consider the costs incurred by the complete fabrication of one wafer of dice, we
first have the wafer cost itself C,,. The number of electrically good dice that are packa{ged
from the waferis NY,,, Y 5. The total cost C, incurred once these units have been packaged
and tested is

Cr = Cy + CuNY s Yyy (2.54)
The total number of good finished units Ny is
Ng = NYousYyr Y, (2.55)
Thus the cost per unit is
C Cw C,

c=2

Ny NYuYiY; ' ¥, (2.56)

The first term in the cost expression is wafer fab cost, while the second is associated with
ass_embly and final testing. This expression can be used to calculate the direct cost of the
finished product to the manufacturer as shown in the following example. )

EXAMPLE
Piot the direct fabrication cost as a function of die size for the following two sets of as-
sumptions.
(@) Wafer-fab cost of $7§ -00, packaging and testing costs per die of $0.06, a die-fab yield
qf 0.9, a}nd a final-test yield of 0.9. Assume yield curve B in Fig. 2.68. This set of condi-
E'ons might characterize an operational amplifier manufactured on a medium-complexity
1polar process and packaged in an inexpensive 8 or 14 lead package.
From (2.56),
_ _ $75.00 + 0.06 _ $92.59
(NY,)(0.81) ~ 0.9 ~ "Ny,

This cost is plotted versus die size in Fig. 2.71a.
® A wafer-fab cost of $100.00, packaging and testing costs of $1.00, die-fab yield of

+ 0.066 (2.57)
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0.9, and final-test yield of 0.8. Assume yield curve A in Fig. 2.68. This might character-
ize a complex analog/digital integrated circuit, utilizing an advanced CMOS process and
packaged in a large, multilead package. Again, from (2.56),

_ $100.00 $1.00 _ $138.89 +$1.25 (2.58)
(NY,s)(0.72) 0.8 NYy

This cost is plotted versus die size in Fig. 2.71b. .

This example shows that most of the cost comes from packaging and tes?mg. for sma'll
die sizes, whereas most of the cost comes from wafer—fgb costs for .larg.e 'dle sizes. This
relationship is made clearer by considering the cos"[ of the mte'grat'ed circuit in terms of c;)st
per unit area of silicon in the finished product, as 111ustraFed in Fig. 2.72 for the exampbes
previously given. These curves plot of the rat.io of the ﬁmshed-prgduct cost to 'the numl lir
of square mils of silicon on the die. The minimum cost per unit area of silicon results
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midway between the package-cost and die-cost limited regions for each example. Thus
the fabrication of excessively large or small dice is uneconomical in terms of utilizing the
silicon die area at minimum cost. The significance of these curves is that, for example,
if a complex analog/digital system, characterized by example b in Fig. 2.72 with a total
silicon area of 80,000 square mils is to be fabricated in silicon, it probably would be most
economical to build the system on two chips rather than on a single chip. This decision
would also be strongly affected by other factors such as the increase in the number of total
package pins required for the two chips to be interconnected, the effect on performance of
the required interconnections, and the additional printed circuit board space required for
additional packages. The shape of the cost curves is also a strong function of the package
cost, test cost of the individual product, yield curve for the particular process, and so forth.

The preceding analysis concerned only the direct costs to the manufacturer of the
fabrication of the finished product; the actual selling price is much higher and reflects
additional research and development, engineering, and selling costs. Many of these costs
are fixed, however, so that the selling price of a particular integrated circuit tends to vary
inversely with the quantity of the circuits sold by the manufacturer.

2.15 Packaging Considerations for Integrated Circuits

The finished cost of an integrated circuit is heavily dependent on the cost of the package
in which it is encapsulated. In addition to the cost, the package also strongly affects two
other important parameters. The first is the maximum allowable power dissipation in the
circuit, and the second is the reliability of the circuit. We will consider these limitations
individually.

2.15.1 Maximum Power Dissipation

When power is dissipated within a device on the surface of the integrated circuit die,

two distinct changes occur. First, the dissipated heat must flow away from the individual
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device through the silicon material, which gives rise to tlemperature gradients across the
top surface of the chip. These gradients can strongly affect circuit performance, and their
effects are studied further in Chapter 6. Second, the heat must then flow out of the sili-
con material into the package structure, and then out of the package and to the ambient
atmosphere. The flow of heat from the package to the ambient atmosphere can occur pri-
marily by radiation and convection or, if the package is attached to a heat sink. can occur
primarily by conduction. This flow of heat to the ambient environment causes the die as
a whole to experience an increase in temperature, and in the steady state the average die
temperature will be higher than the ambient temperature by an amount proportional to
the power dissipation on the chip and the thermal resistance of the package.

The steady-state thermal behavior of the die/package structure can be analyzed ap-
proximately using the electrical model shown in Fig. 2.73. In this model, current is
analogous to a flow of heat, and voltage is analogous to temperature. The current source
represents the power dissipation on the integrated circuit die. The voltage drop across
the resistance 6. represents the temperature drop between the surface of the chip
and the outside of the case of the package. Finally, the drop across the resistor ., repre-
sents the temperature drop between the outside of the case and the ambient atmosphere.
This representation is only approximate since in reality the structure is distributed and
neither the top surface of the die nor the outside of the case is isothermal. However, this
equivalent circuit is useful for approximate analysis.

The resistance 6 . is termed the junction-to-case thermal resistance of the package.
This resistance varies from about 30°C/W for the TO-99 metal package 1o about 4°C/W
for the TO-3 metal power package. These packages arc shown in Fig. 2.74 along with
the plastic dual-in-line package (DIP). The resistance 0., is termed the case-to-ambient
thermal resistance. For the situation in which no heat sink is used, this resistance is deter-
mined primarily by the rate at which heat can be transferred from the outside surface of
the package to the surrounding air. This rate is dependent on package size and on the rate
of airflow around the package, if any. Because thermal radiation effects are present, the
rate of heat transfer is not a linear function of case temperature, but the approximation is
usually made that this thermal resistance is linear. For the case in which the surrounding
air is still and no heat sink is used, the resistance 6., varies from about 100°C/W for the
TO-99 to about 40°C/W for the TO-3.

For integrated circuits that dissipate large amounts of power, the use of a heat sink
is often necessary to prevent excessive die temperatures. For this situation, the case-10-
ambient thermal resistance is determined by the heat sink. Heat sinks for use with inte-
grated circuit packages vary from small finned structures having a therinal resistance of
about 30°C/W to massive structures achieving thermal resistances in the range of 2°C/W.
Effective utilization of low-thermal-resistance heat sinks requires that the package and
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flgure 2.74 TO-9?, TO-3, dual-in-line (DIP) integrated-circuit packages. Dimensions are in
l{lches. The TO-3 is used as shown for three-terminal ICs such as voltage regulators, and in ver-
jxons with up to 10 I?ads when required. The basic TO-99 package shape is availabfe in3,4,6,8
0, .and 12 lead versions. The DIP package is available in 8, 14, 16, 18, and 22 lead versioyns’ IE is
available in both hermetically sealed ceramic and plastic versions. o P
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e maximum allowable chip temperature. These three quantities are related under
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steady-state conditions by the following expression:
Tchip = Tambient + (Ojc + 0¢ca) Pa (2.59)

where Tambient is the ambient temperature, ATchip is the _chlp temp'erayqre, and gir;ii;?;
power dissipation on the chip. For silicon integrated cxrculgs, rehabﬂ;ty consi torations
dictate that the chip temperature be kept belgw about 150°C, and this teﬁnp;:\ aue is
normally taken as the maximum allowable chip temperature. Thus once t] ebmation m
ambient temperature is known, the temper.antxre .dro;') across the series com ation of
6 ;- and ¢, is specified. Once the power d1s§1pat10n is known, the maximum

thermal resistance of the package and heat sink can be calculated.

EXAMPLE

What is the maximum permissible power dissipation in a circuit in a TO-99 package in
ill ai i is 70° 25°C?
still air when the ambient temperature 1s 70 C?ol i o
For the TO-99 in still air, (6 jc + 6ca) = 30°C/W + 100°C/W=130°C/W.

From (2.59),
Tehip = Tambient T (130°CIW)(Pq)

For Tambient = 70°C,

150°C = 70°C + (130°C/Wait) Pamax

I

and thus
Pimax = 620 mW

For Tambient = 125°C,
150°C = 125°C + (1300C/W) P imax

and thus
Pymax = 190 mW

2.15.2 Reliability Considerations in Integrated-Circuit Packaging

In applications where field servicing is difﬁcult or impossible.:, or where dev}ce’[;:lh:q'r; I;?}S]
catastrophic consequences, circuit reliability becomes a primary concern. 1 l:)f Hwd
parameter describing circuit reliability is the mean time to failure of a samp. ;h oy
grated circuits under a specified set of worst-case envupnrpemal conditions. The .
of the various failure modes that can occur in integrated circuits .un.der. such cgnd%tlct))ns >
the means to avoid such failures have evolved into a separate dlsc1phr}e,. Whl?h lstwi)ydis-
the scope of this book. However, integrated cir;uit pz'ickages can l?e divided {ngou sealéd
tinct groups from a reliability standpoint: those in .WhICh the die is in a hermetic 1);1 s
cavity and those in which the cavity is not hermctlcally scgled. The former groulzr e
most of the metal can packages and the ceramic dual-in-line and flat packa_ges.t e
group includes the plastic packages. The plastic packgges are less expenswezi to p e
and are as reliable as the hermetic packages under mild envuonmcntal con _1tg;n l.mder
hermetic packages are generally more expensive to produce, bqt are more reha/h? e
adverse environmental conditions, particularly in the case of high temperature/nig
midity conditions.
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A.2.1 SPICE MODEL-PARAMETER FILES

In this section, SPICE model-parameter symbols are compared with the symbols employed
in the text for commonly used quantities.

Bipolar Transistor Parameters

SPICE
Symbol  Text Symbol Description
IS Is Transport saturation current
BF Br Maximum forward current gain
BR Br Maximum reverse current gain
VAF Va Forward Early voltage
RB r Base series resistance
RE Tex Emitter series resistance
RC re Collector series resistance
TF TF Forward transit time
TR TR Reverse transit time
CJE Cieo Zero-bias base-emitter depletion capacitance
VIE Woe Basc-emitter junction built-in potential
MIE n, Base-emitter junction-capacitance exponent
cIc Cuo Zero-bias base-collector depletion capacitance
VIC Woe Base-collector junction built-in potential
MIC ne Base-collector junction-capacitance exponent
CIS Ceso Zero-bias collector-substrate depletion capacitance
VIS os Collector-substrate junction built-in potential
MIS ng Collector-substrate junction-capacitance exponent

Note: Depending on which version of SPICE is used, a separate diode may have
to be included to model base-substrate capacitance in a lateral pnp transistor.

MOSFET Parameters
SPICE
Symbol Text Symbol Description
VTO V. Threshold voltage with zero source-
substrate voltage
KP k' = uCox Transconductance parameter
J24€N,
GAMMA vy = # Threshold voltage paramcter
PHI 20, Surface potential
1
LAMBDA A = - ;‘i{d Channel-length modulation parameter
ir dVps
CGSso Cea1 Gate-source overlap capacitance per unit
channel width
CGDO Coi Gate-drain overlap capacitance per unit

channel width
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MOSFET Parameters

-

SPICE
Symbol ~ Text Symbol

Description

CJ Cio Zero-bias junction capacitance per unit area
from source and drain bottom to bulk
(substrate)
MJ n Source-bulk and drain-bulk junction
capacitance exponent (grading coefficient)
CISW Ciswo Zero-bias junction capacitance per unit
junction perimeter from source and drain
sidewall (periphery) to bulk
MISW n Source-bulk and drain-bulk sidewall
junction capacitance exponent
PB Yo Source-bulk and drain-bulk junction built-
in potential
TOX tox Oxide thickness
NSUB N4, Np Substrate doping
NSS Oss/q Surface-state density
X3 X; Source, drain junction depth
LD Lq Source, drain lateral diffusion
PROBLEMS

2,1 What impurity concentration corresponds
to a 1 Q-cm resistivity in p-type silicon? In n-type
silicon?

2.2 What is the sheet resistance of a layer of
1 Q-cm material that is 5 wm thick?

2.3 Consider a hypothetical layer of sili-
con that has an n-type impurity concentration of
10'7 em~? at the top surface, and in which the im-
purity concentration decreases exponentially with
distance into the silicon. Assume that the concen-
tration has decreased to 1/e of its surface value at
a depth of 0.5 pm, and that the impurity concen-
tration in the sample before the insertion of the n-
type impurities was 10’5 ¢m™3 p-type. Determine
the depth below the surface of the pn junction that
results and determine the sheet resistance of the

n-lype layer. Assume a constant electron mobil-
ity of 800 cm?/V-s. Assume that the width of the
depletion layer is negligible.

2.4 A diffused resistor has a length of 200 pm
and a width of 5 wm. The sheet resistance of the
base diffusion is 100 (/] and the emitter diffusion
is 5 (/. The base pinched layer has a sheet resis-
tance of 5 k{/[J. Determine the resistance of the
cesistor if it is an emitter-diffused, base-diffused, or
pinch resistor.

25 A base-emitter voltage of from 520 mV
to 580 mV is measured on a test npn transistor

structure with 10 p.A collector current. The emit-
ter dimensions on the test transistor are 100 pm X
100 pm. Determine the range of values of Qp im-
plied by this data. Use {his information to calculate
the range of values of sheet resistance that will be ob-
served in the pinch resistors in the circuit. Assumea
constant electron diffusivity, D,, of 13 cm?/s, and
a constant hole mobility of 150 cm?/V-s. Assume
that the width of the depletion layer is negligible.

2.6 Estimate the series base resistance, series

collector resistance 7., base-ermitter capacitance,
base-collector capacitance, and collector-substrate
capacitance of the high-current npn transistor struc-
ture shown in Fig. 2.75. This stracture is typical of
thase used as the output transistor in operational am-
plifiers that must supply up to about 20mA. Assume
a doping profile as shown in Fig.2.17.

27 If the lateral pap structure of Fig. 2.33ais
fabricated with an epi layer resistivity of 0.5 2-cn,
determine the value of collector current at which the
current gain begins to fall off. Assume a diffusivity
for holes of: D, = 10 cm®/s. Assume a base width
of § wm.

28 The substrate prp of Fig. 2.36a is 10 be
used as a test device to’ monitor epitaxial layt
thickness. Assume that the flow of minority carriers
across the base is vertical, and that the width of th_e
emitter-base and collector-base depletion layers 1
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Figure 2.75 Device structure for Problem 2.6.

negligible. Assume that the epi layer resistivity is
known to be 2 (2-cm by independent measurement.
The base-emitter voltage is observed to vary from
525 mV to 560 mV over several wafers at a collec-
tor current of 10 wA. What range of epitaxial layer
fhlckness does this imply? What is the correspond-
ing range of sheet resistance that will be observed
in the epitaxial pinch resistors? Assume a hole dif-
l’usmty2 of 10 cm?/s, and an electron mobility of
800 cm?/V-s. Neglect the depletion layer thickness.

ASSurpe a junction depth of 3 pm for the base
diffusion,

29 Calculate the total parasitic junction ca-
pac‘ltange associated with a 10-k{) base-diffused
gc\ilstor‘ if the l?ase sheet resistance is 100 (/7 and
o dtt;sg;ttirz width is 6 wm. Repeat for a resistor
2 shoo pm. Assume the doping profiles are
% yon ><1I£6F1g. 2.17. Assume the clubheads are
T A pm, {md that the junction depth is

- Account for sidewall effects.

Fig’t’;ﬂaﬁFor the substrate pnp structure shown in
lhe'do. 6a, calculate s, C, Cy, and 7. Assume
Ping profiles are as shown in Fig. 2.17.

211 i
measure(? base-emitter voltage of 480 mV is
On a super-B test transistor with a

100 wm X 100 p.m emitter area at a collector current
of 10w A. Calculate the Q5 and the sheetresistance of
Fhe base region. Estimate the punch-through voltage
in the following way. When the base depletionregion
includes the entire base, charge neutrality requires
that_ the' number of ionized acceptors in the depletion
region in the base be equal to the numbcr of ionized
donors in the depletion region on the collector side
of the base. [See (1.2).] Therefore, when enough
voltage is applied that the depletion region in the
basg re.gion includes the whole base, the depletion
regionin the collector must include a number of ion-
ized atpms equal to Q. Since the density of these
aton}s is known (equal to Np), the width of the de-

pletion layer in the collector region at punch-through

can be determined. If we assume that the doping in

the base N4 is much larger than that in the collec-

tor NQ, then (1.15) can be used to find the voltage
th?\t will result in this depletion layer width. Repeat
this problem for the standard device, assuming a Vg
mea_surcd at 560 mV. Assume an electron diffusiv-
ity D, of 13 cm?/s, and a hole mobility &, of 150
cm?/V-s. Assume the epi doping is 10 cm™3. Use
€ = 1.04 X 1072F/cm for the permittivity of sili-
con. Also, assume s, for the collector-base junction
is0.55 V.
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212 An MOS transistor biased in the active re-
gion displays a drain current of 100 wA ata Vs of
1.5V and a drain current of 10 A ata Vs of 0.8V,
Determine the threshold voltage and 1, Co.(W/L).
Neglect subthreshold conduction and assume that
the mobility is constant.

2.13 Calculate the threshold voltage of the
p-channel transistors for the process given in Ta-
ble 2.1. First do the calculation for the unimplanted
transistor, then for the case in which the device re-
ceives the channel implant specified. Note that this
is 2 p-type implant, so that the effective surface con-
centration is the difference between the background
substrate concentration and the effective concentra-
tion in the implant layer.

2.14 An n-channel implanted transistor from
the process described in Table 2.1 displays a
measured output resistance of 5 M{). at a drain cur-
rent of 10 A, biased in the active region at a Vos
of 5 V. The drawn dimensions of the device are
100 pm by 7 pm. Find the output resistance of
a second device on the same technology that has
drawn dimensions of 50 pm by 12 pm and is
operated at a drain current of 30 pA and a Vps
of 5V,

215 Calculate the small-signal model parame-
ters of the device shown in Fig. 2.76, including g,
8mbs o, Cys, Coq, Cyp, and Cap. Assume the transistor
is biased at a drain-source voltage of 2 V and a drain
currentof 20 11 A, Use the process parametersthat are
specified in Table 2.4. Assume Vgg = 1V.

2.16 The transistor shown in Fig. 2.76 is con-
nected in the circuit shown in Fig. 2.77. The gate is
grounded, the substrate is connected to ~1.5 V. and
the drain is open circuited. An ideal current source
is tied to the source, and this source has a value of
zero for t < 0 and 10 pA for ¢ > 0. The source and
drain are at an initial voltage of +1.5 Vatt = 0.
Sketch the vollage at the source and drain from 7 =
0 until the drain voltage reaches —1.5 V. For sim-
plicity, assume that the source-substrate and drain-
substrate capacitances are constant at their zero-
bias values. Assume the transistor has a threshold
voltage of 0.6 V.

_.L__M_1‘ & = # W,y z Wo .
L
Figure 2.78 Circuit for

. 1 o
. >l -
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Source Gate Drain
] > -
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Figure 2.76 Transistor for Problem 2.15.

b i(1)

L

-1.5V
Figute 2.77 Circuit for Problem 2.16.

2.17 Show that two MOS transistors connected
in parallel with channel widths of W, and W, and
identical channel lengths of L can be modeled as
one equivalent MOS transistor whose width is Wi+
W, and whose length is L, as shown in Fig. 2.72?.
Assume the transistors are identical except for thelr
channel widths.

2.18 Show that two MOS transistors connected
in series with channel lengths of L; and L and

Problem 2.17.

identical channel widths of W can be modeled
as one equivalent MOS transistor whose width
is W and whose length is L, + L,, as shown in
Fig. 2.79. Assume the transistors are identical ex-
cept for their channel lengths. Ignore the body ef-
fect and channel-length modulation.

My W
L
_ w
— = L' +L2
M, W
— i

Figure 2.79 Circuit for Problem 2.18.

2.19 An integrated electronic subsystem is to
be fabricated, which requires 40,000 square mils of
silicon area. Determine whether the system should
be put on one or two chips, assuming that the fab-
rication cost of the two chips is the only considera-
tion. Assume that the wafer-fab cost is $100.00, the
packaging and testing costs are $0.60, the die-fab
yield is 0.9, and the final-test yield is 0.8. Assume
the process used follows curve B in Fig. 2.68. Re-
peat the problem assuming yield curve A, and then
yield curve C. Assume a 4-in wafer.

2.20 Determine the direct fabrication cost of an
integrated circuit that is 150 mils on a side in size.
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single-Transistorand Mulfiple-
Transistor Amplifiers

The technology used to fabricate integrated circuits presents a unique set of component-
cost constraints to the circuit designer. The most cost-effective circuit approach to accom-
plish a given function may be quite different when the realization of the circuit is to be
in monolithic form as opposed to discrete transistors and passive elements.! As an illus-
tration, consider the two realizations of a three-stage audio amplifier shown in Figs. 3.1
and 3.2. The first reflects a cost-effective solution in the context of discrete-component
circuits, since passive components such as resistors and capacitors are less expensive than
the active components, the transistors. Hence, the circuit contains a minimum number

- of transistors, and the interstage coupling is accomplished with capacitors. However, for

the case of monolithic construction, a key determining factor in cost is the die area used.
Capaciiors of the values used in most discrete-component circuits are not feasible and
would have to be external to the chip, increasing the pin count of the package, which in-
creases cost. Therefore, a high premium is placed on eliminating large capacitors, and a
de-coupled circuit realization is very desirable. A second constraint is that the cheapest
component that can be fabricated in the integrated circuit is the one that occupies the least
area, usually a transistor, Thus a circuit realization that contains the minimum possible
total résistance while using more active components may be optimum.>? Furthermore, an
important application of analog circuits is to provide interfaces between the real world and
digital circuits. In building digital integrated circuits, CMOS technologies have become
dominant because of their high densities and low power dissipations. To reduce the cost
and increase the portability of mixed-analog-and-digital systems, both increased levels of
integration and reduced power dissipations are required. As a result, we are interested in
building analog interface circuits in CMOS technologies. The circuit of Fig. 3.2 reflects
these constraints. It uses a CMOS technology and many more transistors than in Fig. 3.1,
has less total resistance, and has no coupling capacitors. A differential pair is used to allow
direct coupling between stages, while transistor current sources provide biasing without
large amounts of resistance. In practice, feedback would be required around the amplifier
shown in Fig. 3.2 but is not shown for simplicity. Feedback is described in Chapter 8.
The next three chapters analyze various circuit configurations encountered in linear
integrated circuits. In discrete-component circuits, the number of transistors is usually
minimized. The best way 1o analyze such circuits is usually to regard each individual
transistor as a stage and to analyze the circuit as a collection of single-transistor stages.
A typical monolithic circuit, however, contains a large number of transistors that perform
many functions, both passive and active. Thus monolithic circuits are often regarded as 2
collection of subcircuits that perform specific functions, where the subcircuits may contain
many transistors. In this chapter, we first consider the de and low-frequency properties of
the simplest subcircuits: common-emitter, common-base, and common-collector single-
transistor amplifiers and their counterparts using MOS transistors. We then consider some
multi-transistor subcircuits that are useful as amplifying stages. The most widely used 0
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Figure 3.1 Typical discrete-component realization of an audio amplifier.
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Figure 3.2 Typical CMOS integrated-circuit realization of an audio amplifier.
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3.1 Device Model Selection for Approximate Analysis of Analog Circuits

Mucl_l of .this book is concerned with the salient performance characteristics of a variety of
; ilfl‘l:g::rgcemtsbcc.mm}only used in analog circuits and of complete functional blocks made up
ol an gl:/ O(;gcults. 'It'lflle asg;ec?s of the performance‘that are of‘interest include the dc cur-
these o iez within the circuit, thc_ effect of mismatches in device characteristics on
it V01%ase n .cur;ents, Fhe gmall—mgnal, low-frequen_cy input and output resistance,
havior ot ercg .tga}m o tk'x(ei circuit. In latell' chgpterst 1he_ high-frequency, small-signal be-
of Considerab;lel S 1S c;)ns_l ered. The subc.lrcmt or ar.cult under investigation is often one
ey complexity, and the most important s1pg1e principle that must be followed
eve success in the hand analysis of such circuits is selecting the simplest possible

e
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model for the devices within the circuit that will result in the required accuracy. For ex-
ample, in the case of dc analysis, hand analysis of a complex circuit is greatly simplified
by neglecting certain aspects of transistor behavior, such as the output resistance, which
may result in a 10 to 20 percent error in the dc currents calculated. The principal objec-
tive of hand analysis, however, is 10 obtain an intuitive understanding of factors affecting
circuit behavior so that an iterative design procedure resulting in improved performance
can be carried out. The performance of the circuit can at any point in this cycle be de-
termined precisely by computer simulation, but this approach does not yield the intuitive
understanding necessary for design.

Unfortunately, no specific rules can be formulated regarding the selection of the sim-
plest device model for analysis. For example, in the dc analysis of bipolar biasing circuits,
assuming constant base-emitter voltages and neglecting transistor output resistances of-
ten provides adequate accuracy. However, certain bias circuits depend on the nonlinear
relation between the collector current and base-emitter voltage to control the bias current,
and the assumption of a constant Vg will result in gross errors in the analyses of these
circuits. When analyzing the active-load stages in Chapter 4, the output resistance must
be considered to obtain meaningful results. Therefore, a key step in every analysis is 10
Eggcﬂcithe circuit to determine what aspects of the behavior of the transistors strongl
affect the performance of the Circuit, and then simplify the model(s) fo include only those
aspects. This step in the procedure is emphasized o0 this and the Tollowing chapters.

3.2 Two-Port Modeling of Amplifiers

The most basic parameter of an amplifier is its gain. Since amplifiers may be connected to
a wide variety of sources and loads, predicting the dependence of the gain on the source
and load resistance is also important. One way to observe this dependence is to include
these resistances in the amplifier analysis. However, this approach requires a completely
new amplifier analysis cach time the source or load resistance is changed. To simplify this
procedure, amplifiers are often modeled as two-port equivalent networks. As shown in Fig.
3.3, two-port networks have four terminals and four port variables (a voltage and a current
at each port). A pair of terminals is a port if the current that flows into one terminal is equal
to the current that flows out of the other terminal. To model an amplifier, one port represents
the amplifier input characteristics and the other represents the output. One variable at each
port can be set independently. The other variable at each port is dependent on the two-port
network and the independent variables. This dependence is expressed by two equations.
We will focus here on the admittance-parameter equations, where the terminal currents are
viewed as dependent variables controlled by the independent terminal voltages because
we usually model transistors with voltage-controlled current sources. If the network is
linear and contains no independent sources, the admittance-parameter equations are:

i1 = ynv; tynewv

ip = yuvi T yn¥2

-—

Two-port +

network V_Z

<—.—‘— *f"
H 2 Figure 3.3 Two-port-network block diagram:
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i

-
T ¥

v i Viavs ) vzi v vss vo Figure 3.4 Admittance-

_ parameter, two-port equivalent

circuit.

’I.'l}e voltages and currents in these equations are deliberately written as small-signal quan-
tities because transistors behave in an approximately linear way only for small signals
axjound a fixed operating point. An equivalent circuit for these equations is shown in
Fig. 3.4. The parameters can be found and interpreted as follows:

i

yiu = " | v;=0 = Input admittance with the output short-circuited (3.3)
g _ .

Y2 = v | y=0 = Reverse transconductance with the input short-circuited  (3.4)
) _ .

yu = o~ [v,~0 = Forward transconductance with the output short-circuited (3.5)
I . .

Y = ™ | =0 = Output admittance with the input short-circuited (3.6)

The y;; parameter represents feedback in the amplifier. When i
bapk fr_om t.he output to the input as well as forward frI:)m the input tt(l;l :éﬂ%gzotﬁgﬁf
plifier is s_ald to be bilateral. In many practical cases, especially at low frequen;:ies this
fcedback'ls negligible and y,; is assumed to be zero. Then the amplifier is uniiateraz and
characterized by the other three parameters. Since the model includes only one transcon-
ductance whep yi2 = 0, yz1 is usually referred to simply as the short-circuit transcon-
ductance, Whlch will be represented by G, in this book. When an amplifier is unilateral
the calculation of y; is simplified from that given in (3.3) because the connections at the:
output port do not affect the input admittance when y;, = 0.

Instead of calculating y;, and yzp, we will often calculate the reciprocals of these
paramete_rs, or the input and output impedances Z; = 1/yy and Z, = Uy, as shown
in the unilateral two-port model of Fig. 3.5a. Also, instead of calculating the sl’lort—circuit
tragscondqcta.ncc. Gn = ys1, we will sometimes calculate the open-circuit voltage gain a
T!’l.lS substitution is justified by conversion of the Norton-equivalent output model shown 1vn
Fig. 3.5a to the Thévenin-equivalent output model shown in Fig. 3.5b. In general, finding

—e

+

iy
v z

i .
—1> Z, 2
¥

" ¥
V.
1 Z a,vy va

- - - Figuxe 3.5 Unilateral two-port equivalent
circuits with (a) Norton output model (b)
Thévenin output model.
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Figure 3.6 Example of loading at the input and output of an amplifier modeled by a two-port
equivalent circuit.

any two of the three parameters including G, Zo, and a, specifics the third parameter

because

1 - —GuZe G.7
Vilyp=0

a, =

Once two of these parameters and the input impedance are known, calculf'mon of t_hc eftfect(sl
of loading at the input and output ports is possible. At low frequencies, tlhehlnput an

output impedances are usually dominated by rqsista_nces. Therefor‘e, we vyﬂ c ar;c e:lzet
the low-frequency behavior of many amplifiers in this book by finding the input and outpu

resistances, R; and R,, as well as G, Or ay.

EXAMPLE

i ifieri in Fi Assume R; = 1kQ. R, =
_port model of a unilateral amplifier is shown in Fig. 3.6. e Ri |

11\131"5 pand G, = 1 mA/V. Let Rg and Ry represent the source resistance of the input

genera,tor and load resistance, respectively. Find the low-frequency gain Vout/Vins assuming

that the input is an ideal voltage source and the output is unloaded. Repeat, assuming that

Ry = 1kQ and R, = 1 MO . .

’ The open-circuit voltage gain of the two-port amplifier model by itself from vq 10 Vo
is

Vout

Vi

V2
Vi

= —GnR, = —(1 mA/V)(1000 k) = —1000

Ry~ =0
Since the source and input resistances form a voltage divider, and since the output resis-

tance appears in parallel with the load resistance, the overall gain from Vig 0 Vout 15

M:HK%:__.R" Gm (Ro || R
Vo Vin V1 R+Rs " °
i i i Rs = 0, Ry — =, and
With an ideal voltage source at the input and no load at the output, Rs R
Vou/Vin = —1000. With Rg = 1kQ and R, = 1 M(Q, the gain1s reduced by a factor of

four to Vou/Via = —0.5(1 mA/V)(500 kQ) = —250. !

3.3 Basic Single-Transistor Ampiifier Stages

Bipolar and MOS transistors are capable of providing useful amphﬁcatlor.l in ttllllre:i ilzfi_l
ferent configurations. In the common-¢mitter or COMMON-SOUIce conﬁgu.ratlci(n, f:o mg[he
is applied to the base or gate of the transistor and the ampl¥f1ed output is taken Ir m
collector or drain. In the common-collector or common-drain conﬁguAratlon, the sig o
applied to the base or gate and the output signal is taken from the erplttg or Zo;l;:e;.o e
configuration is often referred to as the emitter follower for bipolar circuits an

R, e v
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follower for MOS circuits. In the common-base or common-gate configuration, the signal
is applied to the emitter or the.source, and the output signal is taken from the collector or
the drain. Each of these configurations provides a unique combination of input resistance,
output resistance, voltage gain, and current gain. In many instances, the analysis of com-
plex multistage amplifiers can be reduced to the analysis of a number of single-transistor
stages of these types.

We showed in Chapter 1 that the small-signal equivalent circuits for the bipolar and
MOS transistors are very similar, with the two devices differing mainly in the values of
some of their small-signal parameters. In particular, MOS transistors have essentially in-
finite input resistance from the gate to the source, in contrast with the finite r,; of bipolar
transistors. On the other hand, bipolar transistors have a g,, that is usually an order of mag-
nitude larger than that of MOS transistors biased with the same current. These differences
often make one or the other device desirable for use in different situations. For example,
amplifiers with very high input impedance are more easily realized with MOS transistors
than with bipolar transistors. However, the higher g, of bipolar transistors makes the re-
alization of high-gain amplifiers with bipolar transistors easier than with MOS transistors.
In other applications, the exponential large-signal characteristics of bipolar transistors and
the square-law characteristics of MOS transistors may each be used to advantage.

As described in Chapter 2, integrated-circuit processes of many varieties now exist.
Examples include processes with bipolar or MOS transistors as the only active devices
and combined bipolar and CMOS devices in BiICMOS processes. Because the more com-
plex processes involve more masking steps and are thus somewhat more costly to produce,
integrated-circuit designers generally use the simplest process available that allows the de-
sired circuit specifications to be achieved. Therefore, designers must appreciate the sim-
ilarities and differences between bipolar and MOS transistors so that appropriate choices
of technology can be made.

3.3.1 Common-Emitter Configuration

The resistively loaded common-emitter (CE) amplifier configuration is shown in Fig. 3.7.
The resistor R¢ represents the collector load resistance. The short horizontal line labeled
Vec at the top of R¢ implies that a voltage source of value Ve is connected between that
point and ground. This symbol will be used throughout the book. We first calculate the
dc transfer characteristic of the amplifier as the input voltage is increased in the positive
direction from zero. We assume that the base of the transistor is driven by a voltage source
of value V;. When V; is zero, the transistor operates in the cutoff state and no collector

Vee

Figure 3.7 Resistively loaded common-emitter
amplifier.
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Figure 3.8 Large-signal

L - equivalent circuit valid
= when the transistor is
i i ard-active
* This diode-has a + Vie in t.he forwar \
v saturation current of ¥ V;, QD I. = [gexp 1= Brl, region. The satura.uon
- I - ! current of the equivalent
Br T base-emitter diode is

Is/Br.

current flows other than the leakage current Ico. As the input vollggeAis increased, the
transistor enters the forward-active region, and the collector current is given by

V.
I. = I expv—; (3.8)

The equivalent circuit for the amplifier when the transistor operates in the forward-active

region was derived in Chapter 1 and is repeated in Fig. 3.8. Becausg of the exponen-

tial relationship between /. and V), the value of the collector curreqt is very small' until

the input voltage reaches approximately 0.5 V. As long as the transistor operates in the

forward-active region, the base current is equal to the collector current divided by Br, or

I Ig Vi

Iy = — = — exp—

T Br  PBr Py,

The output voltage is equal to the supply voltage, V¢, minus the voltage drop across the
collector resistor:

(3.9

V.
Vo = VCC - ICRC = VCC - Rcls exp —‘é (310)

When the output voltage approaches zero, the collector-base junction gf the transistor be-
comes forward biased and the device enters saturation. Once the transistor becomes satu-
rated, the output voltage and collector current take on nearly constant values:

Vo = Veggan (3.11)

[ = Yee = Versw (3.12)
¢ RC

The base current, however, continues to increase with further increases in V. Therefqre,
the forward current gain I.//, decreases from B as the t}'ansistor leaves the forward-acnl\;e
region of operation and moves into saturation. In practice, the gurrent available from t tc
signal source is limited. When the signal source can no longer increase th(f, basg cur?:tl;l ,
Vi is maximum. The output voltage and the base current are plotted as a tunc_tlon of the
input voltage in Fig. 3.9. Note that when the device operates in tpe forward-active reg’lrc‘)}?é
small changes in the input voltage can give rise to large changes in the output voltagg. o
circuit thus provides voltage gain. We now proceed to calculate the voltage gain n
orward-active region. :

: While incremgental performance parameters such as the voltage gain can be calgula:}e]d
from derivatives of the large-signal analysis, the calculatiqns are simplified by using ael
small-signal hybrid-7 model for the transistor developed in Chapter 1. The small-sign

|
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7Y
Vee
Forward-active
region
Saturation -
/ region
Vee (sat} - } [
0.5 s 1 1.5 VaV
aturation
A Iregion
+
1
Forward-active
;_,AL/ region
I 1 .
05 | 1 1.5 iV
Saturation Figure 3.9 Output voltage and base current as a
region

function of V; for the common-emitter circuit.

equivalent circuit for the common-emitter amplifier is shown in Fig. 3.10. Here we have
neglected rp, assuming that it is much smaller than r=. We have also neglected r,,. This
equivalent circuit does not include the resistance of the load connected to the amplifier
output. The collector resistor Rc is included because it is usually present in some form as
a biasing element. Our objective is to characterize the amplifier alone so that the voltage
gain can then be calculated under arbitrary conditions of loading at the input and output.
Since the common-emitter amplifier is unilateral when ry is neglected, we will calculate
the small-signal input resistance, transconductance, and output resistance of the circuit as
explained in Section 3.2.

The input resistance is the Thévenin-equivalent resistance seen looking into the input.
For the CE amplifier,

Ri=%=r7=_ (313)

The transconductance G,, is the change in the short-circuit output current per unit change
of input voltage and is given by

i )
Gm = 2 = gm <, - (3 14)
Vi Ve =0 :
i iy
—— ——
+ + —3
v vy § Iy CP &mV1 r, Rc Vo
- | Figure 3.10 Small-signal

equivalent circuit for the CE
amplifier.

'lf-—o 1
F
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. Equation 3.14 shows that the transconductance of the CE amplifier is equal to the transcon-
ductance of the transistor. The output resistance is the Thévenin-equivalent resistance seen
looking into the output with the input shorted, or

R, = 22|  =Reclr (3.15)
bo | y,=0
The open-circuit, ot unloaded, voltage gain is
v :
a, = -= = —gm(ro | Re) (3.16)
Vili,=0

If the collector load resistor R¢ is made very large, then a, becomes

Ie Va _ Va _ 1 a1

lim a, = — = - e 2=
e R

where I¢ is the dc collector current at the operating point, V7 is the thermal voltage, V4
is the Early voltage, and 7 is given in (1.114). This gain represents the maximum low-
frequency voltage gain obtainable from the transistor. It is independent of the collector
bias current for bipolar transistors, and the magnitude is approximately 5000 for typical
npn devices.

Another parameter of interest is the s@ort-circuit current gain a;. This parameter is
the ratio of i, to i; when the output is shorted. For the CE amplifier,

io vai
a= % = 2%~ gury = Bo (3.18)

vo =0 i

R;

EXAMPLE

(a) Find the input resistance, output resistance, voltage gain, and current gain of the
common-emitter amplifier in Fig. 3.11a. Assume that Ic = 100 pA, By = 100, 1, = 0,
and r, — .

R =rp= 0= 2200 = 26
r . 100 pA 26 kQ)
R, = Rc = 5kQ)
_ o 100 pA o
a, = ngc— (—————26mv>(5kﬂ)» 19.2

a; = Bo = 100

(b) Calculate the voltage gain of the circuit of Fig. 3.11b. Assume that Vpias is adjusted
so that the dc collector current is maintained at 100 pA.

vi =V Ri
1 SRS+R,'

—Gmvi(Ro “ Rp) = —'Gm(

R;
Rs + R;

ve _ (1 26 k0 (IOkQ)(SkQ)};_725
v - (2600 )\36Kk0 +20k0 )| T0KQ +5KQ ]

1l

Vo

)ueo | R v

L
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Flgurg 3.11 (a) Example amplifier circuit. (b)
i Circuit for calculation of voltage gain with typical
source and load resistance values.

R, =10kQ

0 +

3.3.2 Common-Source Configuration

Tl}e resistively loaded common-source (CS) amplifier configuration is shown in Fig. 3.12a
lsllslmg an n-.channel MOS transistor. The corresponding small-signal equivalent circuit is
V~0Yn0m Fig. 3.12b. As in the case of the bipolar transistor, the MOS transistor is cutoff for
Vl = (0 and thu§ I; = 0and V, = Vpp. As V, is increased beyond the threshold voltage

fft, nonzero drain current flows and the transistor operates in the active region (which is
often called saturation for MOS transistors) when V,, > Vgg— V.. The large-signal model
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Voo

—

+
Vi

. Figure 3.12 (a) Resistively loaded, common-source

= amplifier. (b) Small-signal equivalent circuit for the
common-source amplifier.
i i
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of Fig. 1.30 can then be used together with (1. 157) to derive

Vo = Vpp — LsRp (3.19)
= Vpp — %E%RD (V; = V,)? (3.20)

The output voltage is equal to the drain-source voltage and de;reases as Fhe input
increases. When V, < Vgg — V,, the transistor enters the triode region, where its ouvtput
resistance becomes low and the small-signal voltage gain drop§ dramatically. In the triode
region, the output voltage can be calculated by using (1.152) in (3,19): These results are
illustrated in the plot of Fig. 3.13. The slope of this transfer characteristic at any operating

VU
/Cutoff region
Vop
Active region
Vps=Vos—V, Triode region
Figure 3.13 Output volt-
L 1 ! V{V) age versus input voltage
0 ! 2 8 for the common-source

Vi circuit.
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point is the small-signal voltage gain at that point. The MOS transistor has much lower
voltage gain in the active region than does the bipolar transistor; therefore, the active region
for the MOS CS amplifier extends over a much larger range of V; than in the bipolar
common-emitter amplifier.

Since the source and body of the MOS transistor both operate at ac ground, vy, = 0
in Fig. 1.36; therefore, the g,,; generator is omitted in Fig. 3.12b. As a result, this circuit
is topologically identical to the small-signal equivalent circuit for the common-emitter
amplifier shown in Fig. 3.10. The CS amplifier is unilateral because it contains no feed-
back. Therefore, the low-frequency behavior of this circuit can be characterized using the
transconductance, input resistance, and output resistance as described in Section 3.2.

The transconductance G,, is

i
Gn = = = gm (3.21)
Vi |y, =0
Equation 3.21 shows that the transconductance of the CS amplifier is equal to the transcon-
ductance of the transistor, as in a common-emitter amplifier. Since the input of the CS
amplifier is connected to the gate of an MOS transistor, the dc input current and its low-
frequency, small-signal variation i; are both assumed to equal zero. Under this assumption,
the input resistance R; is
Vi
R = T (3.22)
i
Another way to see this result is to let 8y —  in (3.13) becanse MOS transistors behave
like bipolar transistors with infinite B. The output resistarce is the Thévenin-equivalent
resistance seen looking into the output with the input shorted, or

R, = 22 = Rp| 7, (3.23)
lo vi=0
The open-circuit, or unloaded, voltage gain is
vV,
a, = =~ = —gn(ro | Rp) (3.24)
Vili,=0

If the drain load resistor Rp is replaced by a current source, Rp —  and a, becomes

lim a, = —gmr, (3.25)
Rp—w

Equation 3.25 gives the maximum possible voltage gain of a one-stage CS amplifier. This
result is identical to the first part of (3.17) for a common-emitter amplifier. In the case
of the CS amplifier, however, g,, is proportional to /I, from (1.180) whereas r, is in-
versely proportional to Ip from (1.194). Thus, we find in (3.25) that the maximum voltage
gain per stage is proportional to 1/ \/E. In contrast, the maximum voltage gain in the
common-emitter amplifier is independent of current. A plot of the maximum voltage gain
versus Ip for a typical MOS transistor is shown in Fig. 3.14. At very low currents, the
gain approaches a constant value comparable to that of a bipolar transistor. This region
is sometimes called subthreshold, where the transistor operates in weak inversion and
the square-law characteristic in (1.157) is no longer valid. As explained in Section 1.8,
the drain current becomes an exponential function of the gate-source voltage in this re-
gion, resembling the collector-current dependence on the base-emitter voltage in a bipolar
transistor.
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Maximum MOSFET
voitage gain

10°

Subthreshold

/ Square-law region
region

10%-

Figure 3.14 Typical variation
of maximum MOSFET voltage
gain with bias current.

1 | | | | | I{A)
V0F 107 10° 105 10* 10° b

Using (1.194), the limiting gain given by (3.25) can also be expressed as

: Em 8m
= —gmro =~ Ipry = =22 V. (3.26)
Rl.}glm a, 8mlo P 1,
In the square-law region in Fig. 3.14, substituting (1.181) into (3.26) gives
. _ Va _ _2Va 3.27) :
R s A R

of magnitude larger than the thermal voltage Vr, the magnitude of the maximum gain
predicted by (3.27) is usually much smaller than that predicted by (3.17) for the bipolar

case. Substituting (1.163) into (3.27) gives

Wer [dXs \! (3.28)
dVps

where Vo, , = Vgs = Vi is the gate overdrive. Since the gate overdrive is typically an order

lim a, = —
Rp—w Vos = Vi

EXAMPLE

Find the voltage gain of the common-source amplifier of Fig 3.12a with Vpp = 5V,
Rp = 5kQ, k' = tnCox = 100 WA/V?, W = S0pm, L = 1 pm, V, = 0.8V, Lz =0,
X, = 0,and A = 0. Assume that the bias value of V;is 1 V.

To determine whether the transistor operates in the active regior}, we first ﬁnd the dc
output voltage Vo = Vps. If the transistor operates in the active region, (1.157) gives

Kw 100 _6 50 )
Ip = 3f(VGS—V,)2 = X107 x 0.8)? = 100 pA
Then
Vo = Vps = Vop —IpRp =5V — (0.1 mA)5k) =45V

Since Vps = 4.5V > Vgs—V, = 0.2V, the transistor does operate in the active region,
as assumed. Then from (1.180),

W B oy 50 oo oo A
gn = KT (Vas = Vi) = 100 X 1070 x —-(1 ~0.8) 1000 5
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+
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= 9
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Figure 3.1 Typical common-base amplifier.
Thensince A = 0, V4 — o and (3.24) gives
a, = —guRp = —(1.OmMA/NV) (5k(}) = -5

Note that the open-circuit voltage gain here is much less than in the bipolar example in
Section 3.3.1 even though the dc bias currents are equal.

3.3.3 Common-Base Configuration

In the common-base (CB) configuration,* the input signal is applied to the emitter of the
transistor, and the output is taken from the collector. The base is tied to ac ground. The
common-base connection is shown in Fig. 3.15. While the connection is not as widely
used as the common-emitter amplifier, it has properties that make it useful in certain cir-
cumstances. In this section, we calculate the small-signal properties of the common-base
stage.

The hybrid-7r model provides an accurate representation of the small-signal behavior
of the transistor independent of the circuit configuration. For the common-base stage, how-
ever, the hybrid-7 model is somewhat cumbersome because the dependent current source
is connected between the input and output terminals.* The analysis of common-base stages
can be simplified if the model is modified as shown in Fig. 3.16. The small-signal hybrid-
7 model is shown in Fig. 3.16a. First note that the dependent current source flows from
the collector terminal to the emitter terminal. The circuit behavior is unchanged if we re-
place this single current source with two current sources of the same value, one going
from the collector to the base and the other going from the base to the emitter, as shown in
Fig. 3.16b. Since the currents fed into and removed from the base are equal, the equations
that describe the operation of these circuits are identical. We next note that the controlled
current source connecting the base and emitter is controlled by the voltage across its own
terminals. Therefore, by the application of Ohm’s law to this branch, this dependent cur-
rent source can be replaced by a resistor of value 1/g,,. This resistance appears in parallel
with r,, and the parallel combination of the two is called the emitter resistance r,.

}é!
e = ] = ! =2 = — (3.29)
gm + ‘1“ g (1 + —1 ) &m s )3,\
Iy " BO R

The new equivalent circuit is called the T model and is shown in Fig. 3.16¢. It has ter-
minal properties exactly equivalent to those of the hybrid-= model but is often more con-
venient to use for common-base calculations. For dc and low input frequencies, the ca-
pacitors C;; and C,, appear as high-impedance elements and can be neglected. Assume at
first that r, = O and r, — oo so that the circuit is unilateral. When r is also neglected,
the model reduces to the simple form shown in Fig. 3.164. Using the T model under
these conditions, the small-signal equivalent circuit of the common-base stage is shown in
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Gy +
_{ i———- V; e
T — Figure 3.17 Small-signal equivalent
A —o Collector
Base °—Wﬁ N M ° _T_ _L circuit of the common-base stage; r,,
ry %H :EC,, . C &1 7o = = ry, and r,, are assumed negligible.
l The output resistance is given by
itt
E?;s) er R, = R¢ (3.32)
2t Using these parameters, the open-circuit voltage gain and the short-circuit current gain are
= ay = GuRy = guRc (3.33)
° ;o= ;= =
boe 7y . lllh o Collector a; = GuR; = gur. = ay (3.349)
R l Comparing (3.31) and (3.13) shows that the input resistance of the common-base

configuration is a factor of (8 + 1) less than in the common-emitter configuration. Also,
comparing (3.34) and (3.18) shows that the current gain of the common-base config-
uration is reduced by a factor of (8 + 1) compared to that of the common-emitter
configuration.

Until now, we have assumed that r, is negligible. In practice, however, the base re-
sistance has a significant effect on the transconductance and the input resistance when
TColleC*Or the common-base stage is operated at sufficiently high current levels. To recalculate these

parameters with r, > 0, assume the transistor operates in the forward-active region and
_L consider the small-signal model shown in Fig. 3.18. Here, the transconductance is
C

gV Ty w H )
% T ; ¢ Gm = = E) (3.35)

>
zn _, = gm< A
: Vi ly,=0 Vi

re <Vt TC,,C 8m1 Ty o

l Emitter
(b)

2T Tcﬂ To find the relationship between v, and v;, Kirchoff’s current law (KCL) and Kirchoff’s
- voltage law (KVL) can be applied at the internal base node (node (D) and around the nput
l Emitter oop, Tespectively. From KCL at node (D),
“ gnve + 2 - = ‘ (3.36)
. V1 Iy Te ‘ R
. c Eo—MA— c From KVL around the input loop,
V1
I = Vi = Vet 3.37)
g ) ? Solving (3.37) for vy, substituting into (3.36), and rearranging gives . - T
d
; id- ‘ v m T
Figure 3.16 Generation of emitter-current-controlled T model from the hybrid-. (a) Hybﬂdtg do1+bm, o4 (3.38)
model. (b) The collector current source g,vi is changed to two current sources in series, ffndh e P Bo I
oint between them attached to the base. This change does not affect the cgrrent flowing in the Subs fituting (3.38) into (3.3 5) gives
gase. () The current source between base and emitter is converted to a resistor of value 1/gm- (d)
T model for low frequencies, neglecting r,, r,, and the charge-storage elements. Gy = gmrb (3.39)
. 1+
Fig. 3.17. By inspection of Fig. 3.17, the short-circuit transconductance is : rg
Gn = g Similarly, the input resistance in Fig. 3.18 is
m m
The input resistance is just the resistance r.: ' ; R = ﬂ =Y _ re. (ﬁ (3.40)
R = 15 VelTe Ve
i = Te
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Figure 3.18 Small-signal model of the
common-base stage with 7, > 0.

_ % (1 N ’i) (3.41)

Thus if the dc collector current is large enough that 74 is comparable with 7, then the
effects of base resistance must be included. For example, ifr, = 100 and By = 100,
then a collector current of 26 mA makes ry, and 7 equal.

The main motivation for using common-base stages is twofold. First, the collector- ;

base capacitance does not cause high-frequency feedback from output to input as in the
common-emitter amplifier. As described in Chapter 7, this change can be important in the
design of high-frequency amplifiers. Second, as described in Chapter 4, the common-base
amplifier can achieve much larger output resistance than the common-emitter stage in the
limiting case where Rc — <. Asa result, the common-base configuration can be used as
a current source whose current is nearly independent of the voltage across it.

3.3.4 Common-Gate Configuration

In the common-gate configuration, the input signal is applied to the source of the transistor,
and the output is taken from the drain while the gate is connected to ac ground. This
configuration is shown in Fig. 3.19, and its behavior is similar to that of a common-base
stage.

As in the analysis of common-base amplifiers in Section 3.3.3, the analysis of
common-gate amplifiers can be simplified if the model is changed from a hybrid-7
configuration to a T model, as shown in Fig. 3.20. In Fig. 3.20a, the low-frequency
hybrid-7 model is shown. Note that both transconductance generators are now active.
If the substrate or body connection is assumed to operate at ac ground, then vps = Vgs
because the gate also operates at ac ground. Therefore, in Fig. 3.20b, the two dependent
current sources are combined. In Fig. 3.20c, the combined current source from the source
to the drain is replaced by two current sources: one from the source to the gate and the
other from the gate to the drain. Since equal currents are pushed into and pulled out of
the gate, the equations that describe the operation of the circuits in Figs. 3.20b and 3.20¢
are identical. Finally, because the current source from the source to the gate is controfled
by the voltage across itself, it can be replaced by a resistor of value 1/(gm + Zmb), 28 I
Fig. 3.20d.

If r, is finite, the circuit of Fig. 3.20d is bilateral because of feedback provided through
7. At first, we will assume thatr, — © s0 that the circuit is unilateral. Using the T mOd?l
under these conditions, the small-signal equivalent circuit of the common-gate stage 18
shown in Fig. 3.21. By inspection of Fig. 3.21, '

Gm = &n t &mb (342)

S S g

+
< 9
)
+

i—i”

8 A‘N\v D

(8mt 8mb) Vg (8 + 8o Vg

s A\N\v D

P (8 + 8mp) Vs
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Figure 3.19 Common-gate configuration.

Figure 3.20 Conversion from hybrid-m to T
model. (@) Low-frequency hybrid-7 model. (b)
The two dependent sources are combined. (¢) The
combined source is converted into two sources. (d)
The current source between the source and gate is
converted into a resistor.

1
T e T em (3.43)
. Ro = Rp (3.44)
g these parameters, the open-circuit voltage gain and the short-circuit current gain are
a, = GmRa = (gm + gmb)RD (345)
ai = GuR; = 1 (3.46)
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+

(8m + 8rmb) Vsg Rp Yo
- _  Figure 3.21 Small-signal equiv-

j_ _L ‘ alent circuit of the common-gate
= stage; r, is assumed negligible.

3.3.5 Common-Base and Common-Gate Configurations with Finite 1o

R;, and R, of the commeon-base and common-gate
amplifiers, we have neglected the effects of r,. Since 7, is connected from each ampli-
fier output back to its input, finite r, causes each circuit to be bilateral, making the input
resistance depend on the connection at the amplifier output. Let R = Rc in Fig. 3.17 ot
R = Rp in Fig. 3.21, depending on which circuit is under consideration. When R be-
comes large enough that it is comparable with r,, ro must be included in the small-signal
model to accurately predict not only the input resistance, but also the output resistance.
On the other hand, since the transconductance is calculated with the output shorted, the
relationship between r, and R has no effect on this calculation, and the effect of finite r,

on transconductance can be ignored if r, = VGn.

In calculating the expressions for G,

3.3.5.1 Common-Base and Common-Gate Input Resistance

Figure 3.22a shows a small-signal T model of a common-base or common-gate stage in-
cluding finite 7o, Whete Rigidead is given by (3.31) for a common-base amplifier or by
(3.43) for a common-gate amplifier. Also, R represents Rc in Fig. 3.17 or Rp in Fig. 321
Connections to the load and the input source are shown in Fig. 3.22a to include their contri-
butions to the input and output resistance, respectively. In Fig. 3.22a, the input resistance
is R; = vi/i;. To find the input resistance, a simplified equivalent circuit such as in Fig.
3.22b is often used. Here, a test voltage source v, is used to drive the amplifier input, and
the resulting test current i; is calculated. KCL at the output node in Fig. 3.22b gives

Vo Vo — Vi
= 3.47
R H RL + To vat ( )
KCL at the input in Fig. 3.22b gives
PR R A (3.48)
Riideal) 7o
Solving (3.47) for v, and substituting into (3.48) gives
1
i 11 Gn + o
2= +=l1- To (3.49)
vi  Rigdea) To 1
R “ RL To
Rearranging (3.49) gives
Ro= V= ro + R Re
b l—Gm(RHRL)+E—+£—R'I:

Ri(ideal)

Common-Base Input Resistance. For the common-base amplifier, Gn = gn from (3-39
and Riggeal) = Te = @0/8m from (3.31). Substituting (3.30) and (3.31) into (3.50) W1
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—————— 1 R. e —— —
l < i A ! <—1 i |
¥ | —n L’ I ‘N\V L I
I | | * a <—J ra !
| e | SR, Gy RSV, | ol '
| ! l ; (iceal) Y1 o | | Ry
! , + | E l
wpargeneraior Arpitier model - e
[ gene plifier model Load model
(a) /
] rQ\{b
i P \L’ v
o /,)—%

W

Vi V1= Rigea) C Gy RV,

ANy
+ +
V1< R (ideat) G,vy RV, ? v,

rllegct.;li'(em:';.f: t }Sz) Mo;iel of comr;l(l)n—base and common-gate amplifiers with finite r,, showing con
( input source and load. (b) Equivalent circui i 2 i ;
e el o q ircuit for calculation of R;. (¢) Equivalent

R = Rc and rearranging gives

R=2 = ro*‘ﬁc”& _ ro + Re | Ry
i gmRc|RL)  gmroe Em (3.51)
] ot 7e) | oMo 1+ 22 (R || Ry +
Bo pon Bo (Rc Il Re + (Bo + 1) 1)
From (3.51), when (B + 1)r, > R¢ | Ry,
R, = Yot Rell Ry ﬂ
1+ &nlo (3.52)
ap

From (3.52), when gy, > aq,

R~ (Rc | RL) — s+ ag (Re || RL)/ (3.53)

&m 8mlo Emlo

The first term on the right side of (3.53) is the same as in (3.31), where the common-

base i i i i
" amphﬁer wgs unilateral because infinite r, was assumed. The second term shows
th, _/th:mp_ut resistance now depends on the connection-tothe output (because finite 7,

provides feedback and makes the amplifier bilateral). The second term is about equal to

e resistance ai the amplifier output divided by the Gp7, product. When r, > (Rc || Ry)

the effect of the second term can be neglected.

Eg::r(r;ozéeaie Input Resistance. For the common-gate amplifier, G, = (8m + &mb)
A2y and Rigeaty = 1/(gm + gmp) from (3.43). Substituting (3.42) and (3.43) into

|

] i

14

i

T W VI A Y

L
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e

(3.50) with R = Rp and rearranging gives

Vi ro + Rp “ Ry, :
R=2d=_—°o 2 - 3.54
d o 1t (gmt8m)Te ~( )

‘When (gm + gmb) re = 1,

_ 1 RpllRe /

ki gm t &mb * (gm + gmb) Yo // (355)
The fixst term on the right side of (3.55) is the same as in (3.43), where the common-gate
amplifier was unilateral because infinite r, was assumed. The second term is about equal
to the resistance at the amplifier output divided by the Gm7, product and shows the effect of
finite r,, which makes the circuit bilateral. When ro = (Rp || Ry), the effect of the second
term can be neglected. Neglecting the second term usually causes only a small error when
Rp here or R in the common-base case is built as a physical resistor even if the amplifier
is unloaded (R, — ). However, when Rp or Rc is replaced by a transistor current source,
the effect of the second term can be significant. Chapter 4 describes techniques used to
construct transistor current sources that can have very high equivalent resistance.

3.3.5.2 Common-Base and Common-Gate Output Resistance

The output resistance in Fig. 3.22ais R, = volio with vy = 0. For this calculation, con-
sider the equivalent circuit shown in Fig. 3.22c, where v; = 0. A test voltage v; is used to
drive the amplifier output, and the resulting test current i; can be calculated. Since R ap-
pears in parallel with the amplifier output, the calculation will be done in two steps. First,
the output resistance with R — o is calculated. Second, this result is placed in parallel
with R to give the overall output resistance. From KCL at the input node in Fig. 3.22c,

V1 Vi Vi~ VWt
W + =0 (3.56)
Rs  Rigidean To

With R — , KCL at the output node gives
i = —Gpvy + 2 r_ " (.57

o

Solving (3.56) for v; and substituting into (3.57) gives

1
) G + —
i _ 1 " T (3.59)
Vi 7o ro L + 1 + l
Rs = RiGdea) To

" Rearranging (3.58) gives
Ve _ Rs  Riggea) 7o (3.59)
i —1- + ! - Gn
Ry Riieal)

With finite R, the output resistance is

o AL
°\Rs  Ritdea) To

V,
Ro=R|{|=RI
b _1_ + 1 -G
Rs  Rigdea) "
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Common-Base Output Resistance. For the common-base amplifier, G,, = g,, from
(3.30) and Rf(ideal) = r, = ap/gm from (3.31). Substituting (3.30) and (3.31) into (3.60)
and rearranging gives '

Yo + Ry (1 + —g’”r")

= g
R, =R H Rs 3.61)
1+ —=

r'n

The term in brackgts on the right side of (3.61) shows that the output resistance of the
common-base. amph'ﬁer depends on the resistance of the input source Ry when r,, is finite.
For example, if the input comes from an ideal voltage source, Rs = 0 and

R, = Rl|r, 3.62)
On the other hand, if the input comes from an ideal current source, Rg — coand =~ =~ ™=
14 gwr
R, =R __emeo
I [( ” )rﬂ} (3.63)

S,

From (3.61), when Ry < ry,

R,=R| [r(, + Rs (-—1 +ai'”r” )} (3.64)

From (3.64), when g,,r, > ag and g, Rs > ay,

¥

_ Emlo
R, =R (Z;; Rs) (3.65)

The term in parentheses in (3.65) is about equal to the input source resistance multiplied
by thg G, product. Therefore, (3.65) and (3.53) together show that the common-base
amplifier can be thought of as a resistance scaler, where the resistance is scaled up from the

emitter to the coliector and down from the collector to the emitter by a £z 0xXi
emitter by a factor approximatel
equal to the G,,r, product in each case. w ¢

Common-Gate Output Resistance. For the common-gate amplifier, G,, = (g, + gms)

from (3.42) and Rygeary = 1/(gm + gmp) from (3.43). Substituti i
i(ide m m . . L 3.42
(3.60) and rearranging gives ) e (42 and 543 fnto

Ro = R|[ro+ Rs(l + (gm + gmp) 10)] (3.66)
From (3.66), when (g,, + gmp) 7o => 1 and (g, + gmp) Rs = 1,

Ro = R ((gm + &mp) roRs) (3.67)

The term in parentheses in (3.67) is equal to the input source resistance multiplied by the

. Gur, product. Therefore, (3.67) and (3.55) together show that the common-gate amplifier

is Wwﬁ}}g@bgm@stange is scaled up from the source to the drain

and down from the drain to the source by a factor approximately equal to the Gy, product ~
each case, ° SOMEE Y A aclor appToXImately equat o Be o P

3.3.6 Common-Collector Configuration (Emitter Follower)

The Common—c.:ollc?ctor connection is shown in Fig. 3.234. The distinguishing feature of
$ configuration is that the signal is applied to the base and the output is taken from the

1]
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Figure 3.23 (a) Common-collector configuration.
(b) Small-signal equivalent circuit of the emitter-
follower circuit including R, and Rs.

i

8av1 = Boi To

—0 +

v(]
g, =R T

(b)

emitter. From a large-signal standpoint, the output voltage is equal to the input voltage
minus the base-emitter voltage. Since the base-emitter voltage is a logarithmic function of
the collector current, the base-emitter voltage is almost constant even when the collector
current varies. If the base-emitter voltage were exactly constant, the output voltage of the
common-collector amplifier would be equal to the input voltage minus a constant offset,
and the small-signal gain of the circuit would be unity. For this reason, the circuit is also
known as an emitter follower because the emitter voltage follows the base voltage. In
practice, the base-emitter voltage is not exactly constant if the collector current varies.
For example, (1.82) shows that the base-emitter voltage must increase by about 18 mV to
double the collector current and by about 60 mV to increase the collector current by a factor
of 10 at room temperature. Furthermore, even if the collector current were exactly constant,
the base-emitter voltage depends to some extent on the collector-emitter voltage if the
Early voltage is finite. These effects are most easily studied using small-signal analysis.
The appropriate small-signal transistor model is the hybrid-7r, and the small-signal
equivalent circuit is shown in Fig. 3.23bh. When the input voltage v; increases, the base-
emitter voltage of the transistor increases, which increases the output current £,. However,
increasing i, increases the output voltage vo, which decreases the base-emitter voltage by
negative feedback. Negative feedback is covered thoroughly in Chapter 8. The key point
here is that the common-collector configuration is not unilateral. As a result, the input
resistance depends on the load resistor Ry, and the output resistance depends on the source
resistance Rs. Therefore, the characterization of the emitter follower by the corresponding
equivalent two-port network is not particularly useful for intuitive understanding. Instead,
we will analyze the entire emitter-follower circuit of Fig. 3.23b, including both the source
resistance Rs and the load resistor Ry. From KCL at the output node, we find

Vs — Vo +Bo(vs—vg)_ Vo Yo _ g ’ (3.68)

Ry +ry Rs +rg Elj Z
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from which we find

~ Vo _ 1
aV -~ = R 17 (3.69)

Vs
1+ 5 Tm
(Bo + IX(RL || ro)

If the base resi§tapce rp is significant, it can simply be added to Ry in these expressions
The voltage gain is alwgys Ie§s than unity and will be close to unity if Bg (R | r,) >
(Rs + 7). In most prfictlcal ercuits, this condition holds. Note that because we have in-
c:deld th; fsourhce resistance in this calculation, the value of v,/v, is not analogous to a

calculated for the CE and CB stages. When r,; > R > 1 n
e oimated a sy Bo ,and r, > Ry, (3.69) can

Yo o _&nRe
vi 1+ gnRL (3.70)
.thWe calculate the input. resistance R; by removing the input source, driving the input
wi ;a t?[s}t1 current sourge i;, and calculating the resulting‘vaft’ié"émss the input ter-
minals. The circuit used to do this calculation is shown in Fi
ig. 3.24a.
bt node, g From KCL at the

Vo | Vo _ . .
Ry Y (3.7

Then the voltage v, is

Vr = i)‘rﬂ' +v, = iprn + % (372)
RL 1o
and thus
R =Y |
i= o=t (Bo + D(RL | 75) (3.73)

1

:\ genelral property of emitter followers is that the resistance looking into the base is equai
0 rr plus (Bp + 1) times the incremental resistance connected from the emitter to small-

) signal ground. The factor of By + 1 in (3.73) stems from the current gain of the common-

tcl?ilreé:stf)rt configuration from the base to the emitter, which increases the voltage drop on
1stance connected from the emitter to small-signal ground i ibuti

: and i
ot vl oS gnal g ts contribution to the

We now calculate the out i i ane

; put resistance R, by removing the load resistance R

alcul ' . by the Ic ; ;. and
g;h};lg the Tt'xeven}n-cqulvalent resistance looking into the oufﬁminals. We can do
o y either inserting a test current and calculating the resulting voltage or applying a test
Me ge apd calculatmg the' current. In this case, the calculation is simpler if a test voltage
: 18 applied as shown in Fig. 3.24b. The voltage v, is given by

v = —y | —
I (3.74)
The total output current i; is thus
LY Ve r
i = ot k8
TR o, & (r,, + Rs> (3.75)

Ty

"

P




Figure 3.24 (a) Cireuit for calculation of
the input resistance of the emitter follower.
(b) Circuit for calculation of the output
resistance of the emitter follower. (c) Ex-
ample emitter follower.

Therefore;
' v rp+ Rs (3.76)
= — = ] —— r,
B = (ﬁw)n :
If Bp >> 1 and r, > (1/gm) + Rs/(Bo + 1),
1 Rs (3.7
= +
R &m Bo+ 1

Equation 3.77 shows that the resistance at the output is abgut 'eq.ual to the res;s%an;:uég
the base lead, divided by (8o + 1), plus 1/gm. In (3.77), Rs is divided by By + 1 be e
the base current flows in Rs, and the base current is Bg + 1 times smaller than the emi
Cun?l’térefore, the emitter follower has high input resistance, low output res1stance,d e
near-unity voltage gain. It is most widely used as an impedance transf-ormer t(; r; 50
loading of a preceding signal source by the input impedance of a following stage.

and
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finds application as a unity-voltage-gain level shift because the dc output voltage is shifted
from the dc input voltage by Vg (on)-

EXAMPLE

Calculate the input resistance, output resistance, and voltage gain of the emitter follower
of Fig. 3.24¢. Assume that By = 100, r, = 0,7, — ©,and I = 100 pA.

Ri = rz + Ry (1 + Bo) = 26 k1 + (1 kQ)(101) = 127 kQ

Vo _ 1 B 1 B
vT_H rr+Rs Bro TR 070
(Bo + DRy, (1011 k)

_Retry _ 1KO+26KO0
R, = T+ By T =270Q

3.3.7 Common-Drain Configuration (Source Follower)

The common-drain configuration is shown in Fig. 3.254. The input signal is applied to the
gate and the output is taken from the source. From a large-signal standpoint, the output
voltage is equal to the input voltage minus the gate-source voltage. The gate-source volt-
age consists of two parts: the threshold and the overdrive. If both parts are constant, the
resulting output voltage is simply offset from the input, and the small-signal gain would
be unity. Therefore, the source follows the gate, and the circuit is also known as a source
follower. In practice, the body effect changes the threshold voltage, and the overdrive
depends on the drain current, which changes as the output voltage changes unless Ry — .
Furthermore, even if the current were exactly constant, the overdrive depends to some
extent on the drain-source voltage unless the Early voltage is infinite. We will use small-
signal analysis to study these effects.

The small-signal equivalent circuit is shown in Fig. 3.25b. Since the body terminal
is not shown in Fig. 3.25a, we assume that the body is connected to the lowest supply
voltage (ground here) to keep the source-body pn junction reverse biased. As a result, v,
changes when the output changes because the source is connected to the output, and the
&mp gENErator is active in general.

From KVL around the input loop,

Vi = Vg v, (3.78)

With the output open circuited, i, = 0, and KCL at the output node gives

Vv 1%
EmVes — mbVo — ’Roz - 7;1 =0 (379)

Solving (3.78) for vy, substituting into (3.79), and rearranging gives

% - Em N ; — Emlo - (3.80)
ili,=0 + 4 = ]+(g1+gb)r + —
8m + Emb R Yo " " ° Ry
If R, — =, (3.80) simplifies to
lim Y° = bmlo (3.81)

Ri—e Vi | 2o L+ (gm =+ 8mb) To

t
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Voo .
+ oo
v, o
- R, v, .
_ Figure 3.25 (a) Common-drain configuration. (b)
Small-signal equivalent circuit of the common-
= = drain configuration.
+ 4
. = =
* Ve C> g () Smb¥en = ~Emas
frama
Vi
R: Vo= Vs
B _
— —

(®)

Equation 3.81 gives the open-circuit voltage gain of Alhe source ff)llower with t.he load
resistor replaced by an ideal current source. If 7, is finite, this gain is less thap unity even
if the body effect is eliminated by connecting the source to the body to d;actwate the gmp
generator. In this case, variation in the output voltage ghanges 'the drain-source voltage
and the current through r,,. From a large-signal standpoint, solving (1.165) for Vgs — Vi

shows that the overdrive also depends on the drain-source voltage unless _thc chax}nel-
length modulation parameter )\ is zero. This dependence causes the small-signal gain to

be less than unity. '
A significant difference between bipolar and MOS followers 1s apparent from (3.80).

IfR, — wandr, =

lim — = ——"—— = 7

Fo Vi 8m+ 8mb +X

Equation 3.82 shows that the source-follower gain is less than unity under these conditions

and that the gain depends on y = bl &m>
contrast, the gain of an emitter follower woul
the source-follower gain is not as well speci

which is equal to V, when the body is connected to ground. Therefore, the gain calcw

changes in the output as shown in Section 5.3.2. To overcome these limitations in prac-

tice, the type of source follower {n-channel or p-channel) can be chosen so that 1t calllls
fabricated in an isolated well. Then the well can be connect_cc.i to the s_ource of the tga i
— o1, setting Vsz = 0and v = 0. Unfortunately, the parasitic capacitance from the

is covered in Chapter 7.

“cause the dc value of Vs can be altered by changing the W/L

Yo gm L (3.82)

which is typically in the range of 0.11003.In
1d be unity under these conditions. As aresult, .
fied as that of an emitter follower when body -

effect is a factor. Furthermore, (1.200) shows that y depends on the source-body voltage :3

lated in (3.82) depends on the output voltage, causing distortion {0 arise for large—siglla1 ;

be
is-

i i i ion, e~
e to the substrate increases the capacitance attached to the source with th}s conne;:t;;)n‘;ve
| . ducing the bandwidth of the source follower. The frequency response of source foilo
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The output resistance of the source follower can be calculated from Fig. 3.25b by

setting v; = 0 and driving the output with a voltage source v,. Then vgs = —v, and i, is
ip = Yoy Yo + &mVo + EmbVo S (3.83)
To RL
Rearranging (3.83) gives
R, = j— = — - (3.84)
? Em + &mp+ — + o
ro Rp

Equation 3.84 shows that the body effect reduces the output resistance, which is desir-
able because the source follower produces a voltage output. This beneficial effect stems
from the nonzero small-signal current conducted by the g, generator in Fig. 3.25b, which
increases the output current for a given change in the output voltage. As r, — = and
Ry — o, this output resistance approaches 1/(g, + gms). The common-gate input resis-

tance given in (3.54) approaches the same limiting value. - T T
~As with emitter followers, source followers are used as voltage buffers and level
shifters. When used as a level shifter, they are more flexible than emitter followers be-

S

ratio.

3.3.8 Common-Emitter Ampilifier with Emitter Degeneration

In the common-emitter amplifier considered earlier, the signal is applied to the base, the

_ output is taken from the collector, and the emitter is attached to ac ground. In practice,

however, the common-emitter circuit is often used with a nonzero resistance in series
with the emitter as shown in Fig. 3.26a. The resistance has several effects, including
reducing the transconductance, increasing the output resistance, and increasing the in-,
put resistance. These changes stem from negative feedback introduced by the emitter
resistor Rz, When V; increases, the base-emitter voltage increases, which increases the
collector current. As a result, the voltage dropped across the emitter resistor increases,
reducing the base-emitter voltage compared to the case where Rg = 0. Therefore, the
presence of nonzero Rg reduces the base-emitter voltage through a negative-feedback
process termed emitter degeneration. This circuit is examined from a feedback stand-

.point in Chapter 8.

In this section, we calculate the input resistance, output resistance, and transconduc-
tance of the emitter-degenerated, common-emitter amplifier. To find the input resistance
and transconductance, consider the small-signal equivalent circuit shown in Fig. 3.26b,
and focus on v;, iy, and i,. From KCL at the emitter,

Ve + ve + ioR¢

Re Py =(Bo+Dip (3.85)
From KCL at the collector, )
iy + v—i}'—& = Bois ST (3:86)
From KVL around the input loop, o
ip = e R X )
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C 2m¥1 = Bols r,

a

,II}_OI
ip—o1

RE
(o)
I hl
o1 Lo R (14 e
bt ! -
1w R; GV R, Ry=ry (1 +g.RE)
- ol
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e -

Figure 3.26 (a) Common-emitter amplifier with
emitter degeneration. (b) Small-signal equivalent
circuit for emitter-degenerated, common-emitter
amplifier. (¢) Circuit for calculation of output re-
sistance. (d) Small-signal, two-port equivalent of
emitter-degenerated CE amplifier.
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Solving (3.85) for i,, substituting into (3.86) and rearranging gives

1+ (B + 1);%”—
Ve = ip) T 4 (3.88)

To
Rc R ReRe
Substituting (3.88) into (3.87) and rearranging gives

Re
- r”+60+1
R = l—b_ =ry +{(Bo+1)Re m (3.89)

Ifr, > Rc and r, > Rg, the last term in parentheses in (3.89) is approximately equal to
unity and p
Ri=rs+(Bo+1)Rg (3.90)

Because the last term in parentheses in (3.89) is less than one, comparing (3.89) and (3.90)
shows that finite r, reduces the input resistance of the common-emitter amplifier with
E - emitter degeneration. This reduction stems from nonzero current that flows in r, when r,
. is finite. If v; increases, v, follows v; because the base-emitter voltage is approximately
constant, but the collector voltage (—i,R¢) decreases by an amount determined by the
small-signal gain from the base to the collector. Therefore, the current that flows in r,
from the emitter to the collector increases, increasing the base current and reducing the
input resistance. In practice, (3.90) is usually used to calculate the input resistance. The
error in the approximation is usually small unless the resistances represented by R or Rg
are large, such as when implemented with transistors in active-load configurations. Active
loads are considered in Chapter 4.
Now we will calculate the transconductance of the stage. First, set. Rc 0 in
Fig. 3.26b because Gm =i /v, with the output shoned _ Substituting (3. 87) into 3. 85)
with Rc = 0 and reafranging gives

(Bo+ 1)
rm *
Ve = V; W (3.91)
Re Ty £
Substituting (3.87) and (3.91) into (3.86) with Rc = 0 and rearranging gives
G = 2 = g e (3.92)
! 1+ gmRe(1+ — +
EnE ( Bo mra>
In most practical cases, 8y > 1, r, > Rg, and g,,r, >> 1. Then
Gy = —5m (3.93)

'+ gmRE

Equation 3.93 is usually used to calculate the transconductance of a common-emitter am-
Plifier with emitter degeneration.
The output resistance is calculated using the equivalent circuit of Fig. 3.26¢. For the

time being, assume that Rc is very large and can be neglected. The test current i, flows in
e e
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the parallel combination of 7 and Rg, so that o

vi = —i(rz | RE) (3.94)
The current through r, is :
=0 — gmVi = bt igm (I | Re) (3.95)

/
As a result, the voltage vy is
vy = —vi tHiir, = iy (rer H Rg) +itro 1+ gm(rr ” Rg)} (3.96)

Thus
Ro = % = (ro | Re) + 7o 11+ g (rn | Re)] (3.97)

In this equation, the first term is much smaller than the second. If the first term is neglected,
we obtain,

mR
Ry =ro{1+ gnrTRE N =, 14 BrRe Y11+ —EmE ) (398)
rm+ Re 14 Re 4 EnRe
r BO
If gnRe << Bo, then
R, =1, (1 + gnRE) (3.99)

Thus the output resistance is increased by a factor (1 + gmRE). This fact makes the use
of emitter degeneration desirable in transistor current sources. If the collector load resistor
Rc is not large enough to neglect, it must be included in paralle! with the expressions in
(3.97)-(3.99). A small-signal equivalent circuit, neglecting Rc, is shown in Fig. 3.26d.
On the other hand, if g Rg > Bo, (3.98) shows that

R, =r, (1 + Bo) (3.100)

The output resistance is finite even when Rp — o because nonzero test current flows in
ro when By is finite.

3.3.9 Common-Source Amplifier with Source Degeneration

Source degeneration in MOS transistor amplifiers is not as widely used as emitter degen-
eration in bipolar circuits for at least two reasons. First, the transconductance of MOS
transistors is normally much lower than that of bipolar transistors so that further reduction
in transconductance is usually undesirable. Second, although degeneration increases the
input resistance in the bipolar case, R; — ©even without degeneration in the MOS case.
However, examining the effects of source degeneration is important in part because it s
widely used to increase the output resistance of MOS current sources. Also, because small-
geometry MOS transistors can be modeled as ideal square-law devices with added source
resistors as shown in Section 1.7.1, we will consider the effects of source degeneration

below.
A common-source amplifier with source degeneration is shown in Fig. 3.27. Its small

5 signal equivalent circuit is shown in Fig. 3.28. Because the input is connected to the gate

of the MOS transistor, R — . To calculate the transconductance, set Rp = 0 because

G, = i,lv; with the output shorted. Also, since a connection to the body is not shown in
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Figure 3.27 Common-source amplifier with source

degeneration.
iD

Ot —C)
+ + ¥

Ves BmVes ( 8BmbVbs ) RD Va
Vi -

— -

+ = !
Figure 3.28 Small-signal

v 3 Rs :
: equivalent of the source-
degenerated, common-
source amplifier.

i1

Fig. 3.27, we assume that the body is connected to the lowest i
. power-supply voltage, which
is .ground. Therefore, the dc body voltage s constant and v, = 0. From KCL at tie source
with Rp = 0,

Veow

Rs L T i = Vo) + Zmp (0 — vy) 310D

From KCL at the drain with Rp = 0,
. Vs
o+ " = gm (Vi = Vs) + &mp (0 — vs) - (3.102)

0o

Solving (3.101) for v;, substituting into (3.102), and rearranging gives

_ - 8
Om =3 = = - _(3.103)
L+ (gm + gmo) Rs + >

4

if r, > Ry,

- 8&m
1+ (gm + gmp) Rs

Eg; L?Ige Rs, (3.104) shows that the value of G,, approaches 1/[(1 + x) Rs]. Even in this
o ng gase, the translconducFance of the common-source amplifier with degeneration
0l g)e& cgt on an active-device parameter y. Since y is typically in the range of 0.1
aboﬁtyloi ggy effect causes the transcom.iuc_tance in this case to deviate from 1/Ry by
ot an:) 2 pergent. In contrzflst, (3.92) indicates that the value of G,, for a common-
at 1% ifier with degeneration approaches Bo/[(Bo + 1) Rg] for large Rg, assuming
st t; } g and g7, > 1.If By > 100, the transconductance of this bipolar amplifier

in 1 percent of 1/Rg. Therefore, the transconductance of a common-source amplifier

ith degeneration iS y UcC| 9 ve-dev al
. bi usuall m h more de endent n acti de iC i
‘ P 5] par meters than in

(3.104)

m

=
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‘«’\

I + ] ! +
= B l
Ves C) EmVes CB 8mbVbs .

- Figure 3.29 Circuit for calcula-
= tion of output resistance.

The output resistance of the circuit can be calculated from the equivalent circuit of
Fig. 3.29, where Rp is neglected. Since the entire test current flows in R,

Vs = irRs (3.105)
Then
vy = Vg iire = Vst 1o [is — &m 0 —vs) — gmb - vs)l (3-106)
Substituting (3.105) into (3.106) and rearranging gives

Ro = % = Rs+ 7o [1+ (gn + gmb) Rs] (3.107)
14

This equation shows that as Ry is made arbitrarily large, the value of R, coptinues to
increase. In contrast, (3.100) shows that R, in the common-emitter amplifier with degen-
eration approaches a maximum value of about (8¢ + 1) r, as Rg = .

3.4 Multiple-Transistor Amplifier Stages

Most integrated-circuit amplifiers consist of a number of stages, each of yvhich provides
voltage gain, current gain, and/or impedance-level transformation from input to output.
Such circuits can be analyzed by considering each transistor to be a stage a1.1d apalyz-
ing the circuit as a collection of individual transistors. However, certain cqmbmatxons -of
transistors occur so frequently that these combinations are usually characte.:nzed as subcir-
cuits and regarded as a single stage. The usefulness of these topologies varies con51de'rabl‘y
with the technology being used. For example, the Darlington two-transistor cpnnectl.on is
widely used in bipolar integrated circuits to immprove the effectivg current. gain and 1:}2uj
resistance of a single bipolar | transistor. Since the current gain and 1pput resistance are infi-
nite with MOS transistors however, this connection finds little use in pure MOS mte:grated
circuits. On the other hand, the cascode connection achieves a very high output resistance
and is useful in both bipolar and MOS technologies.

3.4.1 The CC-CE, CC-CC and Darlington Configurations

The common-collector—common-emitter (CC-CE), common-collector-common-coliector
(CC-CC), and Darlington® configurations are all closely related. They incorporate 20 ad-
ditional transistor to boost the current gain and input resistance of the basic bipolar
transistor. The common-collector—common-emitter configuration is shown in Eig. 3.300;
The biasing current source Igias is present to establish the quiescent de operating curreft
in the emitter-follower transistor Q1; this current source may be absent in some cases or
may be replaced by a resistor. The common-collector—common-collector configuration 13
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Vee ) Vee

Out

0z Q>

Out
' Iaias Igps

() ()

Figure 3.30 (a) Common-collector-common-emitter cascade. (b) Common-collector—common-
collector cascade.

illustrated in Fig. 3.30b. In both of these configurations, the effect of transistor Q; is to
increase the current gain through the stage and to increase the input resistance. For the
purpose of the low-frequency, small-signal analysis of circuits, the two transistors Q; and
0, can be thought of as a single composite transistor, as illustrated in Fig. 3.31. The small-
signal equivalent circuit for this composite device is shown in Fig. 3.32, assuming that the
effects of the r, of 0y are negligible. We will now calculate effective values for the 7, g,»,,
Bo, and r, of the composite device, and we will designate these composite parameters with
a superscript ¢. We will also denote the terminal voltages and currents of the composite
device with a superscript c. We assume that B is constant.

The effective value of ro, r, is the resistance seen looking into the composite base
B¢ with the composite emitter E grounded. Referring to Fig. 3.32, we sce that the re-
sistance looking into the base of Q, with E¢ grounded is simply r,,. Thus (3.73) for the
input resistance of the emitter follower can be used. Substituting r,» for R, and allowing

VCC

fold

= B

Figure 3.31 The composite tran-
~ sistor representation of the CC-
E® " CE and CC-CC connections.

-y () EmV1 T ce

V2 % g7 )gm2v2 o2
Figure 3.32 Small-signal equivalent
l » circuit for the CC-CE and CC-CC
E* connected transistors.
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r, —> o gives

re =rp +{Bo+ 1) rm (3.108)

The effective transconductance of the configuration g5, is the change in the collec-
tor current of O, i€, for 2 unit change in v_;e with C¢ and E¢ grout}ded. To galcglate this
transconductance, we first find the change in v, that occurs for a unit change in vj,. Equa-
tion 3.69 can be used directly, giving

e SR S (3.109)
v £
TS (PR RL: S
((30 +1) r1r2>
Also
c ¢ gmlvce
€= g5 V5, = gmVa = r’; ) (3.110)
Y PR —
((Bo +h rer)
Thus
i gm
&m = v—; = - 1 (3.111)
€ 14|
<(ﬁo +1) r7r2>

For the special case in which the biasing current source Jpias is zero, the emitter
current of 0, is equal to the base current of 0. Thus the ratio of rpy to rm is (Bp + 1),
and (3.111) reduces to

& = 3_’2"2 (3.112)
The effective current gain B¢ is the ratio
gl a2 (3.113)
if ipl
The emitter current of Qy is given by
i = (Bo+ 1) in (3.114)
Since i,; = ip2,
i = i¢ = Boisa = Bo (Bo + 1) ip1 = Bo (Bo+ 1)ij (3.115)
Therefore,
B = BB+ D (3.116)

Equation 3.116 shows that the current gain of the composite transistor is approximately
equal to B3. Also, by inspection of Fig. 3.32, assuming 7, is negligible, we have

¢ o
Yo = Fo2

3.117)

The small-signal, two-port network equivalent for the CC-CE connection ?s shown 18
Fig. 3.33, where the collector resistor R¢ has not been included. This small—sxgngl eql{lV'
alent can be used to represent the small-signal operation of the composite device, st
plifying the analysis of circuits containing this structure.

3.4 Multiple-Transistor Ampilifier Stages 205

N B
O | —
o |
B Gn TR :
—i L,
S -

Ri=rg=rm +(ﬁ0+ 1) Tn2

Em2

Gr=gn=
I,
1+ ——L—}
[(Bo +) 2
Figure 3.33 Two-port representation,

CC-CE connection.

The Darlington configuration, illustrated in Fig. 3.34, is a composite two-transistor
device in which the collectors are tied together and the emitter of the first device drives the
base of the second. A biasing element of some sort is used to control the emitter current
of 0. The result is a three-terminal composite transistor that can be used in place of a
single transistor in common-emitter, common-base, and common-collector configurations.
‘When used as an emitter follower, the device is identical to the CC-CC connection already

. . . . - . . Tl
described. When used as a common-emitter amplifier, the device is very similar to the

* “CC-CE connection, except that the collector of Q; is connected to the output instead of

to the power supply. One effect of this change is to reduce the effective output resistance
of the device because of feedback through the r, of Q;. Also, this change increases the _
input capacitance because of the connection of the collector-base capacitance of Q) from
the input to the output. Because of these drawbacks, the CC-CE connection is normally
preferable in integrated small-signal amplifiers. The term Darlington is often used to refer
to both the CC-CE and CC-CC connections. ==~ 7o oo oo

As mentioned previously, Darlington:type connections are used to boost the effective
current gain of bipolar transistors and have no significant application in pure-MOS circuits.
In BiCMOS technologies, however, a potentially useful connection is shown in Fig. 3.35,
where an MOS transistor is used for Qy. This configuration not only realizes the infinite
input resistance and current gain of the MOS transistor, but also the large transconductance
of the bipolar transistor.

EXAMPLE

Find the effective r¢, 8¢, and g¢, for the composite transistor shown in Fig. 3.31. For both
devices, assume that 8y = 100, r, = 0, and r, — . For ;, assume that I = 100 pA
and that 131,\5 = 10 (.LA.

ce

Q2

E°  Figure 3.34 The Darlington configuration.

S

—
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[0} <_l R
- +
RZV,
o——i{l M, -
. 3 * = Veias
4 Q> ? Vi = Vnp
. —l l Figure 3.36 The cascode amplifier using
C BIAS , = = = = bipolar transistors.
i J Figure 3.35 Compound Darlington connection f‘ ) The small-signal equivalent for the bipolar cascode circuit is shown in Fig. 3.37. Since
available in BICMOS technology. we are considering the low-frequency performance, we neglect the capacitances in the
model of each transistor. We will determine the input resistance, output resistance, and
The base current of Oy is 100 wA/100 = 1 wA. Thus the emitter current of Q@ is transconductance of the cascode circuit. By inspection of Fig. 3.37, the input resistance is
11 pA. Then simply
Ri=rm 3.118
= Poo 190 g36x0 _ . o -
gm 11 pAR26mV * Since the current gain from the emitter to the collector of Q5 is nearly unity, the transcon-
gm = (236 k)™ - ductance of the circuit from input to output is
m “ B
Y2 = 26 kQ Gm = gml (3119)
gma = (260 om! The output resistance can be calculated by shorting the input v; to ground and applying a
< = 236 kQ + (101)26kQ) = 2.8 MQ test signal at the output. Then vy = 0in Fig. 3.37 and the g,,v1 generator is inactive. The
7: — (101)(100) = 10,100 circuit is then identical to that of Fig. 3.26¢ for a bipolar transistor with emitter degenera-
B¢ = (101)(100) = 10, tion. Therefore, using (3.98) with Rg = 7,1 shows that the output resistance is
g = gmo (0.916) = (283 Q)7
Thus the cqmposite transistor has much higher input resistance and current gain than a | R, =rp| 1+ gm;rzlr : (3.120)
®  single transistor. 1 + 8m2fol
' Bo
3.4.2 The Cascode Configuration I gmaro1 = Bo and By > 1,
The cascode configuration was first invented for vacuum-tube 'circlutiltls.‘s'7 V\gﬂ; Vac:rugi R, = Bors (3.121)
:nal that emits electrons is the cathode, the terminal that controls cuy €l ! . ‘ . .
glbcsistlzgeterfil;nznd ?h: toroninal that collects electrons is the anode. The cascode is a L Therefore, the CE-CB connection displays an output resistance that is larger by a factor of
c;::;ade o (;go mI’non—cathod’e and common-grid stages joined at the anode of the first stage about Sy thaq the .CE stage alone. If' this circuit is operateq With a hypothetical collector
and the cathode of the second stage. The cascode configuration is important mostly because load that has infinite incremental resistance, the voltage gain is
it increases output resistance and rediices unwanted capacitive feedback in amplifiers, | Vo GR - e + 12
16win&qpe}§ﬁonA;(hi‘ghgr‘f;_quengjesVthan would otherwise be possible. The high F)u}put v = mRo = —8mi7a2Po = /7’7_‘ (3.122)
resistance attainable is particularly useful in desensitizing bias referencgs from variations <
in power-supply voltage and in achieving large amounts of voltage gain. Tbese applica- ~ &, s\,\\
tions are described further in Chapter 4. The topic of frequency response is covered in ] — \3} % p j .‘
Chapter 7. Here, we will focus on the low-frequency, small-signal properues of the cas- V2+ . - oo .
code configuration. R " +
RZ v
3.4.2.1 The Bipolar Cascode o " _
In bipolar form, the cascode is a common-emitter—common-base (CE-CB) amphﬁer,the
shown in Fig. 3.36. We will assume here that r, in both devices is zero. Although ¢ Zm1¥1 71 Figure 337 Small-signal
base resistances have a negligible effect on the low-frequency performance, thef effects = equivalent circuit for the
nonzero r, are important in the high-frequency performance of this combination. Thesé bipolar-transistor cascode
effects are considered in Chapter 7. connection.
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Thus the magnitude of the maximum available voltage gain is highc.r bya factqr Bo than
for the case of a single transistor. For a typical npn transistor, the ratio o_f Bo/m 18 approx-
imately 2 X 10°. In this analysis, we have neglec;ed r. As described in Chapter 1, the
value of r,, for integrated-circuit npn transistors is usually much larger than Bor,, an
then r,, has little effect on R,. For lateral pnp transistors, however, ry, 13 comparable with
Bor, and decreases R, somewhat.

3.4.2.2 The MOS Cascode .
Tn MOS form, the cascode is a common-source —common-gate (CS-CG) amplifier, as

shown in Fig. 3.38. The small-signal equivalent circuit is shown in Fig. 3.39. Since the
input is connected to the gate of M, the input resistance 18

Ri— (3.123)

To find the transconductance, set R = 0 to short the output and calculate the current
i,. From KCL at the output,

Vds1
io + gmaVast T gmi2vast ¥ - =0 (3.124)
a2
From KCL at the source of M3,
Vast | Vdst _ 3.12
miVi T gmavast + Gmp2Vast T M 0 (3.125)

Solving (3.125) for vys1, substituting into (3.124), and rearranging gives

=gml|1- ! 7 | = 8mt (3.126)
Vo= 1+ (gmo + &me2) To1 + P

-— VDD
l Figure 3.38 Cascode amplifier using

= MOSFETs.
l:0
e

8maVes2 8mb2Ves2 o2

= <8m2Vast = —8mb2Vdst
o—
+ N R
K St o RZ Y Figure 3.39 Small-signal
3 - T equivalent circuit for the
_T_ MOS-transistor cascode
= = = connection.
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Equation 3.126 shows that the transconductance of the simple cascode is less than g,,;. If
(gm2 + &mo2) 701 > 1, however, the difference is small, and the main point here is that
the cascode configuration has little effect on the transconductance. This result stems from
the observation that R, the resistance looking in the source of M5, is much less than r,1.
From (3.54) and (3.55) with R = Rp || Ry,

_ ro2 + R . 1 4 R
L+ (@m2+ 8mo2) To2 8m2 + 8mbz (8m2 + &mb2) o2

In finding the transconductance, we set R = 0so that v, = 0. Then Rip = Y(gm + gms).
and most of the g,,v; current flows in the source of M; because Ry << roy. Finally, the
current gain from the source to the drain of M, is unity. Therefore, most of the g,,;v; current
flows in the output, and G,, = g,,;, as shown in (3.126).

To find the output resistance, set v; = 0, which deactivates the g,,; generator in Fig.
3.39 and reduces the model for common-source transistor M to simply r,;. Therefore, the
output resistance of the cascode can be found by substituting Rg = r,; in (3.66), which
was derived for a common-gate amplifier. To focus on the output resistance of the cascode
itself, let R — . The result is

R;

(3.127)

Ro = 1ot + T2 + (gma + &mb2) o176z = (8mz + &mb2) ToiT o2 (3.128) /‘3

Equation 3.128 shows that the MOS cascode increases the output resistance by a factor of
about (g + gms) 7, compared to a common-source amplifier.
The increase in the output resistance can be predicted in another way that provides

insight into the operation of the cascode, Let i, represent the current that flows in the output
node n Fig. 3.39 when the output is driven by voltage v,. Since vg = ior, Whenv; = 0,

the output resistance is

R, = Vo Vo
o= T = —_—
Lo v;=0 (vd.vl/rol)

(3.129)

-1
_ Vds1
= To1
vi=0 Vo

To find the ratio vy,1/v,, consider the modified small-signal circuits shown in Fig. 3.40.
In Fig. 3.40a, R — o so we can concentrate on the output resistance of the cascode cit-
cuit itself. Also, the g, v; generator is eliminated because v; = 0, and the two generators
8m2Vds1 and gmp2V4s1 have been combined into one equivalent generator (g2 + gmen) Vasi-
In Fig. 3.40b, the (gnn + gmez) vas1 generator from the source to the drain of M, has
been replaced by two equal-valued generators: one from ground to the drain of M, and
the other from the source of M, to ground. This replacement is similar to the substitution
made in Fig. 3.20 to convert the hybrid-7 model to a T mode! for a common-gate ampli-
fier. Because the equations that describe the operation of the circuits in Fig. 3.40a and Fig.
3.40b are identical, the circuit in Fig. 3.400 is equivalent to that in Fig. 3.40a. Finally, in
Fig. 3.40c, the current source from the source of M, to ground, which is controlled by the
voltage across itself, is replaced by an equivalent resistor of value 1/(gm + gms2). The
current (gm + gmpaj Vst in Fig. 3.40¢ flows into the test source v,. The two resistors in
Fig. 3.40c form a voltage divider, giving

1
D r
Vdst _ (gnﬂ + gmb2>” o 1

= +
Vo [(___1____)" ,.olJ +ry (8mz + gmp2) T2
&m2 t+ &mb2

Substituting (3.130) into (3.129) and rearranging gives the same result as in (3.128).
In (3.130), the term 1/(g; + gms2) represents the resistance looking into the source of

v;=0

(3.130)

-h

i

-l

baet’
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(8mz + Emb2)Vast iy

- -—
l /
= To2
! Cb (&nz + &npe)as o2 (8m2 + Emb2)Vast
J- N N
N + +
Vil = T v, = Vast Z Yo Vo
~ i = = =
) (a) (b)
(gm2 + &mp2)Vast Iy
L ~
= Ta2
+
vU
+ 1 a
v —_—|[{F, 1
st &m2 + 3mb2) ‘

(¢
Figure 3.40 Construction of a cascode model to find v451/v,. (@) The dependent soutces are com-

bined. (b) The combined source is converted into two sources. (c) The current source between the
source of M and ground is converted into a resistor.

the common-gate transistor M» when the output in Fig. 3.39 i.s voltage driven. 'I;l‘lg key
poi e i s ut resistance of the cascode can be increased by reducing the
nput resistance of the common-gate transistor under these conditions because this change

: -+ Unlike in the bipolar case, the maximum value of the output resistagce in the MOS
t j cascode does not saturate at a level determined by By; therefore, furthf:r increases in the
Y ® more than one level of cascoding. This approach
L}

output resistance can be obtained by using more than one leve

is used in practice. Ultimately, the maximum output resistance is 1inﬁt§d by %mpalct ioniza-
tion as described in Section 1.9 or by leakage current in Fhe‘reverse-blased junction diode
at the output. Also, the number of levels of cascoding is limited by thg power-supply volt-
age and signal-swing requirements. Each additional level of cascoding places one more
transistor in series with the input transistor between the power supply and EY?}’,,‘?Q: To oper-
ate all the transistors in the active region, the drain-source volt.age of each transistor mu;:
be greater than its overdrive Vs — V;. Since the cascode transistors operate in series w1; ;
the input transistor, additional levels of cascoding use some of the avallab}e power—supgr}e’
voltage, reducing the amount by which the output can vary befqre pushing one or m
transistors into the triode region. This topic is considered furthe:,r in Chapter 4. .
In BiCMOS technologies, cascodes are sometimes us.ed v.v1th the MQS transxstorﬁmz‘
* in Fig. 3.38 replaced by a bipolar transistor, such as QO in Fig. 3.36.711'11.5 conﬁgura.tter
has the infinite input resistance given by M. Also, the resistance looking into Fhe eng o
of the common-base stage Q, when the output is grounded is R.‘Q = 1l/gm in thlg con gﬂ ;
ration. Since the transconductance for a given bias current of blpol_ar transistors is usuare)_/
much greater than for MOS transistors, the BICMOS conﬁgl.lratlon,ls often used t.OS o
duce the load resistance presented to M; and to improve the hlgh-freguengy prope.lgl?;i o
the cascode amplifier. The frequency response of a cascode amplifier is described IL,
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EXAMPLE

Calculate the transconductance and output resistance of the cascode circuit of Fig. 3.38.
Assume that both transistors operate in the active region with &m = 1 mA/V, y = 0.1,
and r, = 20 k().

From (3.126),

~ (1A 1 — opn BA
G = (1 T)(I 1+ (1.1)(20) + 1)‘ 960 v

From (3.128),

Ro = 20k + 20 kQ) + (1.1)(20) 20 k) = 480 k)

The approximations in (3.126) and (3.128) give G,, = 1 mA/V and R, = 440 k(). These
approximations deviate from the exact results by about 4 percent and 8 percent, respec-
tively, and are usually close enough for hand calculations.

3.4.3 The Active Cascode

As mentioned in the previous section, increasing the number of levels of cascoding in-
creases the output resistance of MOS amplifiers. In practice, however, the power-supply
voltage and signal-swing requirements limit the number of levels of cascoding that can
be applied. One way to increase the output resistance of the MOS cascode circuit without
increasing the number of levels of cascoding is to use the active-cascode circuit, as shown
in Fig. 3.41.%°

This circuit uses an amplifier in a negative feedback loop to control the voltage from
the gate of M> to ground. If the amplifier gain 4 is infinite, the negative feedback loop
adjusts the gate of M, until the voltage difference between the two amplifier inputs is
zero. In other words, the drain-source voltage of M is driven to equal Vgas. If the drain-
source voltage of M, is constant, the change in the drain current in response to changes in ‘ |
the output voltage V, is zero, and the output resistance is infinite. In practice, the amplifier ‘]
gain q is finite, which means that the drain-source voltage of M is not exactly constant

and the output resistance is finite. The effect of negative feedback on output resistance
is considered quantitatively in Chapter 8. In this section, we will derive the small-signal \
properties of the active-cascode circuit by comparing its small-signal model to that of the
simple cascode described in the previous section.

Voo

Vaias

Figure 3.41 Active cascode
amplifier using MOSFETs.
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Figure 3.42 Small-signal equivalent circuit for the active-cascode connection with MOS
transistors.

Qualitatively, when the output voltage increases, the drain current of M, increascs,
which increases the drain current and drain-source voltage of M;. This voltage increase
is amplified by —a, causing the voltage from the gate of AMZ to groupd to fa.llA The falling
gate voltage of M, acts (o reduce the change in its drain current, increasing the output
resistance compared to a simple cascode, where the voltage from the gate of M to ground
i nstant.

° hellsciigcuore 3.42 shows the low-frequency, small-signal equivalent circuit. The body-effect
transconductance generator for My is inactive because vy = 0. The gate-source voltage

of Mz 18

Vesz = Vg2 T Vs2 T Vg2 T Vdsl T —(@) Va1 — vas1 = —(a+ Dvay (3131
In contrast, Vg, = —Vas1 I 2 simple cascode because the voltage from the gate of gl/{z
to ground is constant in Fig. 3.38. Therefore, ifa > 0, the factorA (a+1)in (3.1 h.)
amplifies the gate-source voltage of M, compared to the case of a smllple.cascode. Tall1$
amplification is central to the characteristics of the gctlye-casc;ode gxrcunt. Since the sm1 -
signal diagrams of the simple and active~cascode circuits are 1fienF1ca1 except for the va lk.\le
of Vg2, and since vye is only used to control the current flowing in the g2 gencrat.or, the
active-cascode circuit can be analyzed using the equations for the snnplel c_ascode w1t}1 gm
replaced by (a + 1) gmz- In other words, the active cascode behaves as if it were a simple
cascode with an enhanced value of gn2.

To find the transconductance of the active cascode, gn (a+ 1) replaces gn

giving

»in (3.126),

! — (3.132)
1+ [gm2 (Ll + 1) + gme] ro1 + r0_2

Gu = &m

Again, G, = gm under most conditions; therefore, the active-cascode structure 18
generally not used to modify the transconductance. o '

The active cascode reduces R;. the resistance looking into the source of Mz, CO}T“
pared to the simple cascode, which reduces the vg/v, ratio g_iven in (3.130) arlld il:llg
creases the output tesistance. Substituting (3.130) into (3.129) with g2 (@ + 1) replac

gm2 gives

3
Ry = rot + Ton + [gm2 (@ + 1)+ gmid ror7o2 = [8m2 (@ + 1) + gmp2] rorvoz (3.133)
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This result can also be derived by substituting g, (a + 1) for g, in (3.128). Equation
3.133 shows that the active-cascode configuration increases the output resistance by a
factor of about [g,, (@ + 1) + gup] r, compared to a common-source amplifier.

A key limitation of the active-cascode circuit is that the output impedance is increased
only at frequencies where the amplifier that drives the gate of M, provides some gain. In
practice, the gain of this amplifier falls with increasing frequency, reducing the potential
benefits of the active-cascode circuits in high-frequency applications. A potential problem
with the active-cascode configuration is that the negative feedback loop through M, may
not be stable in all cases. — '

3.4.4 The Super Source Follower

Equation 3.84 shows that the output resistance of a source follower is approximately
1/(gm + gmp). Because MOS transistors usually have much lower transconductance than
their bipolar counterparts, this output resistance may be too high for some applications, es-
pecially when a resistive load must be driven. One way to reduce the output resistance is
to increase the transconductance by increasing the W/L ratio of the source follower and its
dc bias current. However, this approach requires a proportionate increase in the area and
power dissipation to reduce R,. To minimize the area and power dissipation required to
reach a given output resistance, the super source follower configuration shown in Fig. 3.43
is sometimes used. This circuit uses negative feedback through M; to reduce the output
resistance. Negative feedback is studied quantitatively in Chapter 8. From a qualitative
standpoint, when the input voltage is constant and the output voltage increases, the mag-
nitude of the drain current of M also increases, in turn increasing the gate-source voltage
of M. As a result, the drain current of M, increases, reducing the output resistance by
increasing the total current that flows into the output node under these conditions.

From a dc standpoint, the bias current in M, is the difference between I} and Iy;
therefore, I; > I, is required for proper operation. This information can be used to find the
small-signal parameters of both transistors. The small-signal equivalent circuit is shown in
Fig. 3.44. The body-effect transconductance generator for M, is inactive because vy2 = 0.
Also, the polarities of the voltage-controlled current sources for n- and p-channel devices
are identical. Finally, the output resistances of current sources I, and I, are represented by
r1 and ry, respectively. If the current sources are ideal, r; — = and r, — <. In practice,
these resistances are large but finite. Techniques to build high-resistance current sources
are considered in Chapter 4.

To find the output resistance, set v; = 0 and calculate the current i, that flows in the
output node when the output is driven by a voltage v,. From KCL at the output under these

Vop

+0

=
§L
=

M,

nl,———o
i
'II—OI

Figure 3.43 Super-source-follower configuration.
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Figure 3.44 Small-signal equivalent circuit of the super-source follower.

conditions,

lo

=Yooy gt 2 (3.134)
r T2 r

From KCL at the drain of M; withv; = 0,
—v,

Vv
v_2 = ZmVo ~ Emb1Vo + =0 o (3135)
n Tol

Solving (3.135) for v, substituting into (3.134), and rearranging gives

Vo - __,_ﬂ_”_,——_> (3.136)
Ro= | ~nlra | ([1 T (@mt + Zoi) Tor)(1 + &m2r2)

Assume Iy and I, are ideal current sources so that r; — o and r, = ®. I rep = % and

if (gm1 + gmb1) To1 > 1, .
= ——L—( ! ) (3.137)

® gmi t Zmby \Em2Tol .
Comparing (3.84) and (3.137) shows that the negative\fc;eidb‘;‘igl;ggqggh M, reducej glc

output resistance by a factor of about gmatol- "
tpNow we will calculate the open-circuit voltage gain of the super-source follower. With

the output open circuited, KCL at the output node gives

Yo 4 Yot guauyt 2 =0 (3.139)
r Fo2 r
From KCL at the drain of M1,
V2 = Vo
2 + 8&mi Vi — Vo) — gmpiVe T ) =0 (3139)
&) 0

Solving (3.138) for vy, substituting into (3.139), and rearranging gives

Emi17ol (3140)
= L (ntr)
1+ (gm1 + &mb1) Tol (1 Tro)(I + gmar2)

Vo

Vi

i,=0

With ideal current sources,

.V 8mi Tol (3.141}
lim -\ =
:;:” vi 7 =0 1+ (gml + gmbl) For +

8m2¥ 02

f
3
¥
i
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Comparing (3.141) and (3.81) shows that the deviation of this gain from unity is greater
than with a simple source follower. If g,>r,» > 1, however, the difference is small and

the main conclusion is that the super-source-follower configuration has little effect on the

SR

open-circuit voltage gain.
~"""As mentioned earlier, the super-source follower is sometimes used in MOS technolo-
gies to reduce the source-follower output resistance. It is also used in bipolar technologies
in output stages to reduce the current conducted in a weak lateral pnp transistor. This
application is described in Chapter 5. The main potential problem with the super-source-
follower configuration is that the negative feedback loop through M, may not be stable in
all cases, especially when driving a capacitive load. The stability of feedback amplifiers
is considered in Chapter 9.

3.5 Differential Pairs

The differential pair is another example of a circuit that was first invented for use with
vacuum tubes. '® The original circuit uses two vacuum tubes whose cathodes are connected
together. Modern differential pairs use bipolar or MOS transistors coupled at their emitters
or sources, respectively, and are perhaps the most widely used two-transistor subcircuits
in monolithic analog circuits. The usefulness of the differential pair stems from two key
properties. First, cascades of differential pairs can be directly connected to one another
without interstage coupling capacitors. Second, the differential pair is primarily sensitive
to the difference between two input voltages, allowing a high degree of rejection of signals
copiron to both inputs.!1? In this section, we consider the properties of emitter-coupled
pairs of bipolar transistors and source-coupled pairs of MOS transistors in detail.

3.5.1 The dc Transfer Characteristic of an Emitter-Coupled Pair

The simplest form of an emitter-coupled pair is shown in Fig. 3.45. The biasing circuit in
the lead connected to the emitters of @ and Q, can be a transistor current source, which
is called a rail current source, or a simple resistor. If a simple resistor Rrar, is used alone,
Itan, = 0 in Fig. 3.45. Otherwise, Itan. and Rrap together form a Norton-equivalent
model of the tail current source, T -

+Vee

Figure 3.45 Emitter-coupled pair circuit
diagram.

~Ver
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The large-signal behavior of the emitter-coupled pair is im.porgant in part becaus; it
illustrates the limited range of input voltages over which the circuit behgves al_mo§t lin-
early. Also, the large-signal behavior shows that the amplitude of gnalog signals in bipolar
circuits can be limited without pushing the transistors into saturation, vx_/here the response
time would be increased because of excess charge storage in the base region. For simplicity
in the analysis, we assume that the output resistance of the tail current source Rran, — o,
that the output resistance of each transistor r, — o, and that the base resistance of .each
transistor 7, = 0. These assumptions do not strongly affect the low-frequency, large-signal
behavior of the circuit. From KVL around the input loop,

Vit = Vier + Vo = Vi = 0 (3.142)

Assume the collector resistors are small enough that the transistors do not operate in sat-
uration if Vi3 = Vee and Vi = Vec. If Vpoy = V7 and Vip > V7, the Ebers-Moll
equations show that

Vbel = VT In ~IC—1 (3.143)
Is;
VbeZ =Vrln 16—2 (3144)
Is;
Assume the transistors are identical so that Is; = Ig;. Then combining (3.142), (3.143),
and (3.144), we find
Lo (Va—Va\ (Vi (3.145)
s = oo - ol

where Viq = V;; — Vj,. Since we have assumed that the transistors are identical, ap; =
ary = ap. Then KCL at the emitters of the transistors shows

Ig + 1,
Ut + 1) = Iran, = 22 (3.146)
af
Combining (3.145) and (3.146), we find that

fy = —ETL (3.147)

1+ exp -

Vr
I, = _ arlan (3.148)

Vi

1 +exp ( Vs )

These two currents are shown as a function of V;, in Fig. 3.46. When the magnitude of
V4 is greater than about 3Vr, which is approximately 78 mV at room temperature, the
collector currents are almost independent of V;; because one of the transistors turns off
and the other conducts all the current that flows. Furthermore, the circuit behaves in an
approximately linear fashion only when the magnitude of V4 is less than about Vr. We
can now compute the output voltages as

Vo1 = Vec — 1aR¢ (3.149)
Vo2 = Veec — IaRe (3.150)

The output signal of interest is often the difference between V,,; and V,,;, which we define
as V4. Then

l

Vod = Vo1 = Voo = arltanRe tanh<2V'T ) (3.151)

1
H
H
i
i
¢
i
§
H
§
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Figure 3.46 Emitter-coupled pair
collector currents as a function of
differential input voltage.

Vod

Aplay Re

S8 S W I L {1 v
=4V =3Vp =2V -V Vp 2vp 3v, 4vg id

= opla R Figure 3.47 Emitter-coupled pair,
differential output voltage as a
function of differential input
voltage.

This function is plotted in Fig. 3.47. Here a significant advantage of differential amplifiers
is apparent: When V,; is zero, V,; is zero if 01 and @ are identical and if identical
resistors are connected to the collectors of Q; and Q,. This property allows direct coupling
of cascaded stages without offsets.

3.5.2 The dc Transter Characteristic with Emitter Degeneration

To increase the range of Vg over which the emitter-coupled pair behaves approximately
as a linear amplifier, emitter-degeneration resistors are frequently included in series with
the emitters of the transistors, as shown in Fig. 3.48. The analysis of this circuit proceeds
in the same manner as without degeneration, except that the voltage drop across these
resistors must be included in the KVL equation corresponding to (3.142). A transcendental
equation results from this analysis and a closed-form solution like that of (3.151) does
not exist, but the effect of the resistors may be understood intuitively from the examples
plotted in Fig. 3.49. For large values of emitter-degeneration resistors, the linear range
of operation is extended by an amount approximately equal to Iray Rg. This result stems

_from the observation that all of Itan flows in one of the degeneration resistors when one

transistor turns off. Therefore, the voltage drop is /gan Rg on one resistor and zero on the
other, and the value of V4 required to turn one transistor off is changed by the difference
of the voltage drops on these resistors. Furthermore, since the voltage gain is the slope of
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+Vie

Figure 3.48 Circuit diagram of
emitter-coupled pair with emitter
degencration.

Vod

IanRe =0~ |aplranRe
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=10V,

EEEE I V.
10V, 20V, i

|
~20v;
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Figure 3.49 Output voltage as a function of input voltage, emitter-coupled pair with emitter
degeneration.

the transfer characteristic, the voltage gain is reduced by approximately the same factor
that the input range is increased. In operation, the emitter resistors introduce local negative
feedback in the differential pair. This topic is considered in Chapter 8.

35.3 The dc Transfer Characteristic of a Source-Coupled Pair

Consider the n-channel MOS-transistor source-coupled pair shown in Fig. 3.50. The fol-
lowing analysis applies equally well to a corresponding p-channel source-coupled pair
with appropriate sign changes. In monolithic form, a transistor current source, called a tail
current source, is usually connected to the sources of M, and M,. In that case, ITar and
Rra together form a Norton-equivalent model of the tail current source.

For this large-signal analysis, we assume that the output resistance of the tail cur-
rent source is Rpap, — ©. Also, we assume that the output resistance of each transistor
ro — o, Although these assumptions do not strongly affect the low-frequency, large-sigll‘lal
behavior of the circuit, they could have a significant impact on the small-signal behavior.
Therefore, we will reconsider these assumptions when we analyze the circuit from a small-
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Figure 3.50 n-channel MOSFET
source-coupled pair.

signal standpoint. From KVL around the input loop,
Vil — Vgxl + VgsZ - Vi = 0 (3152)

We assume that the drain resistors are small enough that neither transistor operates in
the triode region if V;; = Vpp and V;» = Vpp. Furthermore, we assume that the drain
current of each transistor is related to its gate-source voltage by the approximate square-
law r.elationship given in (1.157). If the transistors are identical, applying (1.157) to each
transistor and rearranging gives

215
Vot = Vit [ 2dl
gs1 ' & (WIL) (3.153)
2p :
Ve = Vit |22
w = Vit oD (3.154)

Substituting (3.153) and (3.154) into (3.152) and rearranging gives

N

Vie=Vap - Vo= ———— (3.155)

[EW
2L

In +1pn = Itan (3.156)

and

From KCL at the source of M; and M-,

.Solving (3.156) for I, substituting into (3.155), rearranging, and using the quadratic
formula gives

Fa KW ar
In === = szid k_’(% -V (3-157)
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Since 151 > Itap/2 when Vi > 0, the potential solution where the second term is
subtracted from the first in (3.157) cannot occur in practice. Therefore,

CIpan | KW

4ltarL 2
_ Wy | 2me _y 3.1
ln = ==+ gV G159

F(WwiLy ¢

Substituting (3.158) into (3.156) gives

I kW 4]
Iy = —T;H“ EVOAL ;%‘;/ILL‘) - Vi (3.159)

Equations 3.158 and 3.159 are valid when both transistors operate in the active or satu-
ration region. Since we have assumed that neither transistor operates in the triode region,
the limitation here stems from turning off one of the transistors. When M; turns off,
Iy = 0and Iy = Itan. On the other hand, I;; = Itar and I;» = 0 when M, turns off,
Substituting these values in (3.155) shows that both transistors operate in the active

region if
2Uan
= oA 3.1
Vil = | Zwin) (160

Since I; = I = Itan/2 when Vg = 0, the range in (3.160) can be rewritten as

21
va = ()

Equation 3.161 shows that the range of V;; for which both transistors operate in the ac-
tive region is proportional to the overdrive calculated when Viz = 0. This result is illus-
trated in Fig. 3.51. The overdrive is an important quantity in MOS circuit design, affecting

= V20 |y, (3.161)
Vig =0

§peed; offset; and outpuf swing of MOS am ifiers. Since th

e TV VI 1 3 - Y A T
not only the input range of differential pairs, but also other characteristics including the

i n MOS tran-
sistor depends on 1ts current and W/L tatio, the range of a source-coupled pair can be

Adjusted to suit a given application by adjusting the value > of the tail ¢ current and/or the

Ly, Lo

rrail

— V;g(V)

05 —0.25 0 0.25 0.5
Figure 3.51 dc transfer characteristic of the MOS source-coupled pair. The parameter is the over-
drive V,, = Vs — V, determined when Vig = 0.
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aspect ratio of the input devices. In contrast, the input range of the bipolar emitter-coupled
pairisabout £3V7, independent of bias devic  fact, the sour

ot ; ias current or device size. In fact, the source-coupled
paif behiaves somewhat like an emitter-coupled pair with emitter-degeneration resistors

- that can be selected to give a desired input voltage range.

In many practical cases, the key output of the differential pair is not I;; or Iz, alone
but the difference between these quantities. Subtracting (3.159) from (3.158) gives

kw Alan

Al =In—Ip = jfvid WD

-vZ (3162

We can now compute the differential output voliage as
Voa = Vo1 = Voo = Vpp = IstRp — Vpp + InRp = —(Al;)) Rp  (3.163)

Sinc‘e AI,? =0 wben Via = 0, (3.163) shows that V,; = 0 when V;y = 0if M; and M,
are identical and‘lf identical resistors are connected to the drains of M| and M,. This
property allows direct coupling of cascaded MOS differential pairs, as in the bipolar case.

3.5.4 Infroduction to the Small-Signal Analysis of Differential Ampilifiers

The features of interest in the performance of differential pairs are often the small-signal
properties for dc differential input voltages near zero volts. In the next two sections, we
assume that the dc differential input voltage is zero and calculate the small—signal, pa-
rameters. If the parameters are constant, the small-signal model predicts that the circuit
operation is linear. The results of the small-signal analysis are valid for signals that are
small enough to cause insignificant nonlinearity.

In previous sections, we have considered amplifiers with two input terminals (V; and
ground) and two output terminals (V, and ground). Small-signal analysis of such circuits
leads to one equation for each circuit, sych as

Vo = Av; (3.164)

Here, A is t.he small—signgl voltage gain under given loading conditions. In contrast, dif-
ferential pairs have three input terminals (V1, V2, and ground) and three output terminals
Vo1, Vo, ar.1d ground). Therefore, direct small-signal analysis of differential pairs leads
to two equations for each circuit (one for each output), where each output depends on each
input:
Voi = Anvii + Anva (3.165)
vy = Anivit + Anvi (3.166)

Here,. four voltgge gains, A1y, A1a, Ap1, and Ay, specify the small-signal operation of the
circuit under given loading conditions. These gains can be interpreted as

Ay = % - T T 167
Ap = % » (3.168)
Ay = %12 s (3.169)
Ap = vv—j » (3.170)
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Although direct small-signal analysis of differential pairs can be used to calculate these
four gain values in a straightforward way, the results are difficult to interpret because
differential pairs usually are not used to react to v;; or vy alone. Instead, differential
pairs are used most often to sense the difference between the two inputs while trying to
ignore the part of the two inputs that is common to each. Desired signals will be forced
to appear as differences in differential circuits. In practice, undesired signals will also
appear. For example, mixed-signal integrated circuits use both analog and digital signal
processing, and the analog signals are vulnerable to corruption from noise generated by
. the digital circuits and transmitted through the common substrate. The hope in using
differential circuits is that undesired signals will appear equally on both inputs and be
rejected.

To highlight this behavior, we will define new differential and common-mode vari-
ables at the input and output as follows. The differential input, to which differential pairs

are sensitive, is

Vid = Vil ~ Vi2 (3.171)
The common-mode or average input, to which differential pairs are insensitive, is
Vi1 + Vi
Ve = 22 3 2 (3.172)

These equations can be inverted to give v;; and v;; in terms of vz and vi,:

Vi = vie + 24 (3.173)
2
Via = Vie — %d (3.174)

The physical significance of these new variables can be understood by using (3.173) and
(3.174) to redraw the input connections to a differential amplifier as shown in Fig. 3.52.
The common-mode input is the input component that appears equally in v;; and v;. The
differential input is the input component that appears between v;; and vj,.

New output variables are defined in the same way. The differential output is

(3.175)

Vod = Vol — Vo2

The common-mode or average output is

Yo ¥ Yr (3.176)
>
Figure 3.52 A differ-
ential amplifier with its
inputs (a) shown as in-
dependent of each other
* and (b) redrawn in terms
of the differential
: = ) and common-mode
(a) o (5 s components.
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Solving these equations for v,; and v,,,, we obtain

Vod

Vol = Ve + ~; (3.177)
Vod

Vo3 = Voo — —; (3.178)

. We have now dgﬁncd two new input variables and two new output variables. By sub-
stituting the expressions for v;1, viz, v,;, and Vo2 in terms of the new variables back into
(3.165) and (3.166), we find

Vog = <A11 —Apn— Ay +An

)Vid +{An + A — Ay — An)vie  (3.179)

2
_[Au—Ap + Ay - Axn Alt+Ap+An+A4
Voc —( 2 v,-d+< o Zz)v,-c (3.180)

Defining four new gain factors that are equal to the coefficients in these equations, (3.179)
and (3.180) can be rewritten as

Vod = AgmVig + Acm-dmVie (3.181)
Voo = Adm-cmVia + AcmVic (3.182)

T.he differential-mode gain Ay, is the change in the differential output per unit change in
differential input:

_Au—Ap - Ay +Ax (3.183)

Agr = 204 -

Vid

vie =0

The con}mon-mode gain A, is the change in the common-mode output voltage per unit

change in the common-mode input:

_AntAp +Ay+ Ay
2

Voc
Acm =
Vie

(3.184)

Via =0

The differential-mode-to-common-mode gain Ay is the change in the common-mode
output voltage per unit change in the differential-mode input:
Voc Au —Ap + Ay —Ap

A = —— =
dm-cm Vid =0 4 (3185)

The common-mode-to-differential-mode gain Agp_ 4y, is the change in the differential-
mode output voltage per unit change in the common-mode input:

Vod
Acmedm = == =An+An -4y - Ap (3.186)

Vie |y, =0

‘ The. purpose of a differential amplifier is to sense changes in its differential input
_Whlle rejecting changes in its common-mode input. The desired output is differential, and
1ts variation should be proportional to the variation in the differential input. Variation in the
common-mode output is undesired because it must be rejected by another differential stage
to sense the desired differential signal. Therefore, an important design goal in differential

_Zflsiﬂgﬁizrs_is to make Agp, large compared to the othér three gain coefficiénts in (3.181)
In differential ampliﬁers with perfect symmetry, cach component on the side of one
output corresponds to an identical component on the side of the other output. With such
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(

4

perfectly balanced amplifiers, when v;; = —Vi, Vo1 = —Vo2. In other words, when the
input is purely differential (v;e = 0), the output of a perfectly balanced differential ampli-
Tler ispurely differential (v, = 0), and thus Agm—cm = 0. Similarly, pure common-mode
inputs (for which v;3 = 0) produce pure common-mode outputs and Agm—gm = 0 1n per-

fecily Pafanced differential amplifiers. Even with perfect symmetry, however, Acm # O1is

_possible. Therefore, the ratio Agm/Acr is one figure of merit for a differential amplifier,
"givingThe ratio of the desired differential-mode gain to the undesired common-mode gain.

In this book willde is ratio as the common-mode-rejectign‘rgp;gi
CMRR: ’
CMRR = ‘Aﬂ (3.187)

ACM

Furthermore, since differential amplifiers are not perfectly balanced in practice, Agm—cm #
0and Agpm-am # 0. The 1atios Agm/Acm—am and Agm/ Adm—cm are tWo other figures of merit
that characterize the performance of differential amplifiers. Of these, the first is particu-
larly important because ratio Agm/Acm—dm determines the extent to which the differential
output is produced by the desired differential input instead of by the undesired common-
mode input. This ratio is important because once a common-mode input is converted to
a differential output, the ‘tesult is treated as the desired signal by subsequent differential
amplifiers. In fact, in multistage differential amplifiers, the common-mode-to-differential-
mode gain of the first stage is usually an important factor in the overall CMRR. In Section
3.5.5, we consider perfectly balanced differential amplifiers from a small-signal stand-
point; in Section 3.5.6.9, imperfectly balanced differential amplifiers from the same stand-
point.

3.5.5 Small-Signal Characteristics of Balanced Ditferential Amplifiers

In this section, we will study perfectly balanced differential amplifiers. Therefore,
Acm—am = 0and Agu_gp ="0 here, and our goal is to calculate Ay, and Acp. Although
Talculating Agy and Agy, from the eniire small-signal equivalent circuit of a differential
amplifier is possible, these calculations are greatly simplified by taking advantage of the
symmetry that exists in perfectly balanced amplifiers. In general, we first find the response
of a given circuit to pure differential and pure common-mode inputs separately. Then the
results can be superposed to find the total solution. Since supe osition is valid only for
linear circuits, the following analysis is strictly valid only fTom a small-signal standpoint

‘and approximately valid only Tor signals that cause negligible nonlinearity. In previous

sections, we carried out large-signal analyses of differential pairs and assumed that the
Norton-equivalent resistance of the tail current source was infinite. Since this resistance
has a considerable effect on the small-signal behavior of differential pairs, however, we
now assume that this resistance is finite.

Because the analysis here is virtually the same for both bipolar and MOS differential
pairs, the two cases will be considered together. Consider the bipolar emitter-coupled
pair of Fig. 3.45 and the MOS source-coupled pair of Fig. 3.50 from a small-signal
standpoint. Then V;; = v;; and V2 = v;2. These circuits are redrawn in Fig. 3.53a and
Fig. 3.53b with the common-mode input voltages set to zero so we can consider the effect
of the differential-mode input by itsclf. The small-signal equivalent circuit for both cases
is shown in Fig. 3.54 with R used to replace R¢ in Fig. 3.53a and Rp in 3.53b. Note that
the small-signal equivalent circuit neglects finite 7, in both cases. Also, in the MOS case,
NONZEIo g,y is ignored and r, — o« because g — .
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+Vee

Figure 3.53 (a) Emitter-coupled pair
with pure differential input. (b) Source-
coupled pair with pure differential input.

—Vss

(®)

0

RyaL

Figure 3.54 Small-signal equivalent circuit for differential pair with pure differential-mode input.
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3 < lfx=0

T’ Rran

Figure 3.55 Differential-mode circuit with the tail current source grounded. Because of the sym-
metry of the circuit, i, = 0.

Because the circuit in Fig. 3.54 is perfectly balanced, and because the inputs are driven
by equal and opposite voltages, the voltage across Rram does not vary at all. Another way
to see this result is to view the two lower parts of the circuit as voltage followers. When
one side pulls up, the other side pulls down, resulting in a constant voltage across the tail
current source by superposition. Since the voltage across Rram experiences no variation,
the behavior of the small-signal circuit is unaffected by the placement of a short circuit
across Rram, as shown in Fig. 3.55. After placing this short circuit, we see that the two
sides of the circuit are not only identical, but also independent because they are joined
at a node that operates as a small- small-signa

at nal ground. Therefore, the résponse to small-signal
differential mpuis can be determined by analyzing one side of the original circuit with
Rran teplaced by a short circuit. This simplified circuit, shown in Fig. 3.56, is_called
the differential-mode half circuit and is useful for analysis of both the low- and high-
frequency performance of all types of differential amplifiers. By inspection of Fig. 3.56,
we recognize this circuit as the small-signal equivalent of a common-emitter or common-

source amplifier. Therefore,

Vod Vid
Vod _ _, pYid 188
7 gmR 0 (3.188)
and
Agm = 22 = —gnR (3.189).
Vid {y,.=0

To include the output resistance of the transistor in the above analysis, R in (3.189) should:
be replaced by R || 7,. Finally, note that neglecting g» from this analysis for MOS sourc
coupled pairs has no effect on the result because the voltage from the source to the body.
of the input transistors is the same as the voltage across the tail current source, which
constant with a pure differential input.

&
+

=
&
=
=
9
1

Vi 8m¥1

roj

l Figure 3.56 Differential-mode half 3
circuit.

i
|
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+Vee

+
Vie
Figure 3.57 (a) Emitter-coupled
pair with pure common-mode input.
(b) Source-coupled pair with pure
common-mode input.
+
Vie

7y g

The circuits in Fig. 3.45 and Fig. 3.50 are now reconsidered from a small-sign
B . ) aly
cogn;on-mode standpoint. S;ttmg Vi = Via = vic, the circuits are redrawn in Fig. 3g.57a
and Fig, 3.57b. The sm.all—SJgnal equivalent circuit is shown in Fig. 3.58, but with the
qulﬁcatloq tbat the resistor Rrapy, has been split into two parallel resistors, each of value
twice the original. Also R has been used to replace R¢ in Fig. 3.57a and Rp in 3.57b

Again ro 1 gl 1 i i
s ne eCted I h( )ﬂl cases, aﬂd s ne lected 1 W !
. Emb g n the MOS case, here prd
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= 2R1aiL 2R7ALL

Figure 3.58 Small-signal equivalent circuit, pure common-mode input.

Because the circuit in Fig. 3.58 is divided into two ider}tical halves, and be.:cause each
half is driven by the same voltage v;, no current i, ﬂows. in the l.ead connecting the ha}f
circuits. The circuit behavior is thus unchanged when th1§ legd'xs rgmovcd as shown in
Fig. 3.59. As a tesult, we sec that the two halves of the circuit in Fig. 3.58 are not only
identical, but also independent because they are joined by a branch that cpnducts no small-
signal current. Therefore, the response to small—gigngl, c.ommon-modc‘e inputs can.be de-
termined by analyzing one half of the original circuit w1th an open circuit rgplacmg t}.’e
branch that joins the two halves of the original circuit. This simplified circuit, shown in

Fig. 3.60, is called the common-mode half circuit, By inspection of Fig. 3.60, we recognize

this circuit s 7 common-emitter or common-source amplifier with degeneration. Then

voe = —GpRvic (3.190)
and
A, = e = —G,R (3.191)
Vie vig=0

where G,y is the transconductance of a common-emitter or gommon-sourcg amplifier with
degeneration and will be considered quantitatively belgw. Since degeneration reduces the
transconductance, and since degeneration occurs only in the cc_)mmc)'nimodc case, (_3..189)
and (3.191) show that |Ag,,| > |Acy|; therefore, the differential pair is more sensiive to
differential inputs than to common-mode inputs. In other words, the tail current source prko-
vides local negative feedback to common-mode inputs (or local common-mode feedback).
Negative feedback is studied in Chapter 8.

Figure 3.59 Modified
common-mode
equivalent circuit.
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= half circuit.  /

]

f
Bipoiar Emitter-Coupled Pair. For the bipolar case, substituting (3.93) f?r G, with Rg =
2Rrar into (3.191) and rearranging gives

gmR gmR
Agm=—-—b8n0 o Emf 3.192
M T ¥ g QReaw) 1 2gmRian (3:192)

To include the effect of finite r, in the above analysis, R in (3.192) should be replaced
by R || R,, where R, is the output resistance of a common-emitter amplifier with emitter
degenerationof Rg = 2Rrar, given in (3.97) or (3.98). This substitution ignores the effect

- of finite r, on Gy, which is shown in (3.92) and is usually negligible.

The CMRR is found by substituting (3.189) and (3.192) into (3.187), which gives
CMRR = 1 + 2g,Ream (3.193)

This expression applies to the particular case of a single-stage, emitter-coupled pair. It
shows that increasing the output resistance of the tail current source Rraq. improves the
cammon—mode-rej ection ratio. This topic 1s considered in Chapter 4.

" Since bipolar transistors have finite Bo, and since differential amplifiers are often used
as the input stage of instrumentation circuits, the input resistance of emitter-coupled pairs
is also an important design consideration. The differential input resistance R, is defined as
the ratio of the small-signal differential input voltage vy to the small-signal input current
i, when a pure differential input voltage is applied. By inspecting Fig. 3.56, we find that

Vi .
_2_‘1 = iyrn (3.194)

Therefore, the differential input resistance of the emitter-coupled pair is

Ry = 24 =2r, (3.195)

ip v =0
Thus the differential input resistance depends on the r, of the transistor, which increases
with increasing B, and decreasing collector current, High input resistance is therefore
obtained when an emitter-coupled pair is operated at low bias current levels. Techniques
to achieve small bias currents are considered in Chapter 4.

The common-mode input resistance R;. is defined as the ratio of the small-signal,
common-mode input voltage v;. to the small-signal input current i, in one terminal when
a pure common-mode input is applied. Since the common-mode half circuit in Fig. 3.60
is the same as that for a common-emitter amplifier with emitter degeneration, substituting
Rg = 2Rpap into (3.90) gives R;. as

Vie

R = < =ret(Bo+ DCRuan)  (3.196)

% |vy=0

B e g_
Figure 3.60 Cop@n-mode
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>

R =Ry || (-2R) = Ry

Figure 3.61 () General low-frequency, small-signal, 7r-equivalent input circuit for the differen-
tial amplifier. () T-equivalent input circuit.

The small-signal input current that flows when both common—mo@e and differential-mode
input voltages are applied can be found by superposition and is given by

, Vi Vi
i = ki + R_ (3.197)
— Yid | Vi (3.198)

2 E; R—m
where iy, and iy, represent the base currents of @y and Q5, rcspectiye]){. ]

The input resistance can be represented by the 7 equivalent circuit of Fig. ‘3.61a or
by the T-equivalent circuit of Fig. 3.61b. For the 7 model, the.commonjmode input re-
sistance is exactly R;. independent of R,. To make the differential-mode input resmtanc.:e
exactly R4, the value of R, should be more than Ry to accognt for nonzero current in
R;c. On the other hand, for the T model, the differential-mode ¥nput I.CSISIZ?HCC is exactly
R;4 independent of Ry, and the common-mode input resistance is Ric ,1f R, is chosen to be
less than Ric/2 as shown. The approximations in Fig. 3.61 are valid if R;c is much larger
than R;;. -

T T e
MOS Source-Coupled Pair. For the MOS case, substituting (3.104) for G, with g,y = 0
and Ry = 2Rray_ into (3.191) and rearranging gives

A &R &R (3.199)
o 1+ Em (2R1a) 1+ zngTALL

Although (3.199) and the common-mode half circuit in Fig. 3.6Q ignore .thc body-effect
transconductance gnp, the common-mode gain depends on gy in practice becguse tl.xe
body effect changes the source-body voltage of the transistors in the differential pair.
Since nonzero g,,, was included in the derivation of the transconductance of the.commqn-
source amplifier with degeneration, a simple way to include the l?ody effect here isto allow
nonzero g,,, when substituting (3.104) into (3.191). The result is

o 1+ (gm + gmp)(2RraL) 1+2(gm + gmp) Rran

To include the effect of finite r, in the above analysis, R in (3.199) and (3.200) ghould })6
replaced by R || R,, where R, is the output resistance of a common-source amplifier Wltht
source degeneration of Ry = 2Rpap., given in (3.107). This subsgt.unon ignores the effec
of finite 7, on G,,, which is shown in (3.103) and is usually negligible. o

The CMRR is found by substituting (3.189) and (3.200) into (3.187), which gives

CMRR =1+ 2(gm + gms) Rram (3.200)
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Equation 3.201 is valid for a single-stage, source-coupled pair and shows that increasing
Rran increases the CMRR. This topic is studied in Chapter 4.

3.5.6 Device Mismatch Effects in Differential Amplifiers

An important aspect of the performance of differential amplifiers is the minimum dc and
ac differential voltages that can be detected. The presence of component mismatches
within the amplifier itself and drifts of component values with temperature produce dc
differential voltages at the output that are indistingnishable from the dc component of
the signal being amplified. Also, such mismatches and drifts cause nonzero common-
mode-to-differential-mode gain as well as nonzero differential-to-common-mode gain to

arise. Nonzero A4y, is especially important because it converts common-mode inputs

to differential outputs, which are treated as the desired signal by subsequent stages. In
many analog systems, these types of errors pose the basic limitation on the resolution of
the system, and hence consideration of mismatch-induced effects is often central to the

design of analog circuits.

3.5.6.1 Input Offset Voltage and Current

For differential amplifiers, the effect of mismatches on dc performance is most conve-
niently represented by two quantities, the input offset voltage and the input offset cur-
rent. These quantities represent the input-referred cffect of all the component mismatches
within the amplifier on its dc performance.!2 As illustrated in Fig. 3.62, the dc behav-
ior of the amplifier containing the mismatches is identical to an ideal amplifier with no
mismatches but with the input offset voltage source added in series with the input and
the input offset current source in shunt across the input terminals. Both quantities are

tequired to represent the effect of mismatch in general so that the model is valid for

-

any source resistance. For example, if the input terminals are driven by an ideal '\;E)Vlmta&

source with zero resistance, the inpuf offset current does not contribute to the amplifier

output, and the offset voltage generator is needed to model the effect of mismatch. On

the other hand, if the ‘input terminals are driven by an ideal current source with infinite
resistance, the input offset voltage does not contribute to the amplifier output, and the
offset current generator is needed to mode] the effect of mismatch. These quantities are
usually a function of both temperature and common-mode input voltage. In the next sev-
eral sections, we calculate the input offset voltage and current of the emitter-coupled pair
and the sourcc-coupled pair.

1,
+o——u | - Vip % .
Vip Voo Vop
- o— /\ -

- L

Differential Differential
amplifier with amplifier without
mismatches mismatches

(a) (8)

Figure 3.62 Equivalent input offset voltage (Vpg) and current (Zos) for a differential amplifier.
(q) Actual circuit containing mismatches. (b) Equivalent dc circuit with identically matched de-
Vices and the offset voltage and current referred to the input.
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3.5.6.2 Input Offset Voltage of the Emitter-Coupled Pair

The predominant sources of offset error in the emitter-coupled pair are the mismatches
in the base width, base doping level, and collector doping level of the transistors, mis-
matches in the effective emitter area of the transistors, and mismatches in the collector
load resistors. To provide analytical results simple enough for intuitive interpretation, the
analysis will be carried out assuming a uniform-base transistos. The results are similar for

the nonuniform case, although the analytical procedure is more tedious. In most instances

the dc base current is low enough that the dc voltage drop in 7, is negligible, so we ne-
glectry,. T T
" Consider Fig. 3.45 with dc signals so that V;; = Vj1, Vip = Vp, Var = Vor, and
V= Voo Let Vip = V1 — Vp,. Also, assume that the collector resistors may not be
identical. Let R afd-Re; fepresent the values of the resistors attached to O and Oy,
respectively. From KVL around the input loop,

Vip ~ Vge1 + Va2 = 0 (3.202)
Therefore,
Vip = VTIHIC—1 - VTln[C—2 =Vr lnI-C—IIS—2 (3.203)
Is) Is; Iy Iy

The factors determining the saturation current Ig of a bipolar transistor are described in
Chapter 1. There it was shown that if the impurity concentration in the base region is
uniform, these saturation currents can be written

25 27
gn:D, gn:D,
I = ——2"0 A = —1 " A 3.204
U7 NaWs(Ven) ' 0s1(Ves) ! ¢ )
qn?Dy qn*D,

(3.205)

Ioy = A, =
27 NaWsa(Ven) ©~ 0m(Ver) 2

where Wg(Vcp) is the base width as a function of Vg, Na 18 the acceptor density in the
base, and A is the emitter area. We denote the product NyWg(Vcp) as Qs(Vcp), the total
base impurity doping per unit area.

The input offset voltage Vs is equal to the value of Vip = Vi — V2 that must be
applied to the input to drive the differential output voltage Vop = Voy — Vir to zero. For
Vop to be zero, Ic1Rey = Ic2Res; therefore,

Ier | Ro (3.206)
Icn  Ra
Substitating (3.204), (3.205), and (3.206) into (3.203) gives
Rea \(Az <Q31(Vc3)>}
Vos = Vrln|[~C2 |(2£2 )( 2B CB: (3.207)
o8 ’ KRCl)(Al) O (Vep)

This expression relates the input offset voltage to the device parameters and Re mismatch.
Usually, however, the argument of the log function is very close to unity and the equation
can be interpreted in a more intuitively satisfying way. In the following section we perforn
an approximate analysis, valid if the mismatches are small.

3.5.6.3 Offset Voltage of the Emitter-Coupled Pair: Approximate Analysis

In cases of practical interest involving offset voltages and currents, the mismatch bet
any two nominally matched circuit parameters is usually small comipared with the absolute
value of that parameter. This observation leads to a procedure by which the individual
contributions to offset voltage can be considered separately and summed.

ween
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]irst, deﬁne new paramelers to deSCIibe th i i pO
! < mlslnatch m ﬂ 1€ components, 1si
s US ng the

AX = X1 - X, i (3.208)

_ X] +X2 :
X=-— - (3.209)

Thus AX is the difference between two parameters, and X is the average of the two nom-

inally matched parameters. Note that AX can be positive or negati i
e 5.200) 1 p gative. Next invert (3.208)

AX
Xi=X+—> (3.210)
AX ,
Xa=X-—- (3.211)

The.se relations can be applied to the collector resistances, the emitter areas, and the base
doping parameters in (3.207) to give

AR
Re—22C\[4a- A4 Op + A0
Vos = Vrln <= - 2 (3.212)
Rc+ =—¢€ == 40 '
et ]\t \& 5
With the assumptions that ARc << R¢, AA << A, and AQp < Osg, (3.212) can be sim-
plified to ’
VOS=VTIH[<1—&<1—A—A— 1+%
Rc A Os
ARc AA Ag
=Vriln{l- =5 )+ m(1 - == ==5
T[ ( Re ) n(l 1 )+ln<l + On )J (3.213)
If x << 1, a Taylor series can be used to show that ‘
P
ln(l+x)=x-7+—3-—... (3.214)

Applying (3.214) to each logarithm in (3.213) and ignoring terms higher than first order
in the expansions gives
ARc A4 | AQg

Vos = Vr (*'R—C‘ A + On ) 3.215)

.Thus, under the assumptions made, we have obtained an approximate expression for
the input offset voltage, which is the linear superposition of the effects of the different com-
ponents, It can be shown that this can always be done for small component mismatches.
Note Fhat the signs of the individual terms of (3.215) are not particularly significant sincé
the mismatch factors can be positive or negative depending on the direction of the rz;ndom
barameter variation. The worst-case offset occurs when the terms have signs such that the
individual contributions add.

Stmcl:frlitwn 3.215 relates the offset voltage to mismatches in the resistors and in the
ot p?rameters.A and Qg of the transistors. For the purpose of predicting the off-
P ge from device pararpeters that are dlre_ctly measurable electrically, we rewrite

-215) to express the offset in terms of the resistor mismatch and the mismatch in the
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saturation currents of the transistors:

ARc Al
Vos = Vr (~~R—£ ~ -1—5> (3.216)
C S

where

Aly _ AA_AQs

Is A OB
is the offset voltage contribution from the transistors themselves, as reflected in the mis-
match in saturation current. Mismatch factors AR¢/Rc and Alg/ls are actually random
parameters that take on a different value for each circuit fabricated, and the distribution
of the observed values is described by a probability distribution. For large samples the
distribution tends toward a normal, or Gaussian, distribution with zero mean. Typically
observed standard deviations for the preceding mismatch parameters for small-area dif-

fused devices are

(3.217)

TARIR = 0.01 TAgils = 0.05 (3218)

In the Gaussian distribution, 68 percent of the samples have a value within o of the mean

‘value. If we assume that the mean value of the distribution is zero, then 68 percent of the
Tesistor pairs in a large sample will match within 1 percent, and 68 percent of the tran-
sistor pairs will have saturation currents that match within 5 percent for the distributions
described by (3.218). These values can be heavily influenced by device geometry and pro-
cessing. If we pick one sample from each distribution so that the parameter mismatch is
equal to the corresponding standard deviation, and if the mismatch factors are chosen in
the direction so that they add, the resulting offset from (3.216) would be

Vos = (26 mV)(0.01 + 0.05) = 1.5 mV (3.219)

Large ion-implanted devices with careful layout can achieve Vgs = 0.1 mV. A parameter
of more interest to the circuit designer than the offset of one sample is the standard de-

viation of the total offset voltage. Since the offset is the sum of two uncorrelated random .

parameters, the standard devigtingQ,f the sum is equal to the square root of the sum of }h;

squares of the standard deviation of the two mismatch contributions, or

Tvg = V1 @srr)? + @argis) (3.220)

The properties of the Gaussian distribution are summarized in Appendix A.3.1.

3.5.6.4 Offset Voltage Drift in the Emitter-Coupled Pair
When emitter-coupled pairs are used as low-level dc amplifiers where the offset voltage
is critical, provision is sometimes made to manually adjust the input offset voltage to ze10
with an external potentiometer. When this adjustment is done, the important parameter be-
comes not the offset voltage itself, but the variation of this offset voltage with temperature,
often referred to as drift. For most practical circuits, the sensitivity of the fnput offset volt-
age to temperature is not zero, and the wider the excursion of temperature experienced by
the circuit, the more error the offset voltage drift will contribute. This parameter is easily
calculated for the emitter-coupled pair by differentiating (3.207) as follows

dVos _ Vos v 3220

ar T

using V7 = kT/q and assuming the ratios in (3.207) are independent of temperature.
Thus the drift and offset are proportional for the emitter-coupled pair. This relationship
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is observed experimentally. For example, an emitter-coupled pair with a measured offset
voltage of 2 mV would display a drift of 2 mV/300°K or 6.6 . V/°C under the assumptions
we have made.

Equation 3.221 appears to show that the drift also would be nulled by externally ad-
justing the offset to zero. This observation is only approximately true because of the way
in which the nulling is accomplished.!® Usually an external potentiometer is placed in

arallel with a portion of one of the collector Joad resistors in the pair. The ‘{é'mf)ér‘ature
coefficient of the nulling potentiometer generally does not match that of the diffused resis-
tors, SO a resistor-mismatch temperature coefficient is introduced that can make the drift

worse than it was without nulling. Voltage drifts in the 1 wV/°C range can be obtained

with careful design.

3.5.6.5 Input Offset Current of the Emitter-Coupled Pair

The input offset current Ipg is measured with the inputs connected only to current sources
and is the difference in the base currents that must be applied to drive the differential output
voltage Vop = Vo1 — Voo to zero. Since the base current of each transistor is equal to the
corresponding collector current divided by beta, the offset current is

Ier I
Ios = =4 - &2 '
os B Br (3.222)
when Vgp = 0. As before, we can write
Al Al
Iei = Ic + —EE Ico = Ic — —25 (3.223)
A A
Bri= B+ 228 gy = g - BT (3224)
Inserting (3.223) and (3.224) into (3.222), the offset current becomes
Ie + éﬁ Ic — Azi
Ios = - (3.225)
ABr ABr '
+ e —
Br+ — Br 5
Neglecting higher-order terms, this becomes
Ic (Alc  ABF
Ipg = — | — — ——
0s Br ( Ic Br (3.226)

For Vop to be zero, IciRc1 = IcaRes; therefore, from (3.206), the mismatch in collector
currents is

Ale | _ARc

Ic Rc
Equatiop 3.227 shows that the fractional mismatch in the collector currents must be equal
in magnitude and opposite in polarity from the fractional mismatch in the collector resistors

(3.227)

~ toforce Vo = 0. Substituting (3.227) into (3.226) gives

Ir (ARc A
C( C+~@5) (3.228)

Ips = —=~|——
Rc Br

Br

A typically observed beta mismatch distribution displays a deviation of about 10 per-
cent. Assuming a beta mismatch of 10 percent and a mismatch in collector resistors of

\
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1 percent, we obtain

Ic {ARc AEF) Ic

Jos ~ — =2 [ =5 4+ 22 ) = ——=(0.11) = —0.11 (Ip) (3.229

o Br ( Rc  Br Br g )

In many applications, the input offset current as well as the input current itself must

be minimized. A good example is the input stage of operational amplifiers. Various circuit
and technological approaches to reduce these currents are considered in Chapter 6.

3.5.6.6 Input Offset Voltage of the Source-Coupled Pair
As mentioned earlier in the chapter, MOS transistors inherently provide higher input re-
sistance and lower input bias current than bipolar transistors when the MOS gate is used
as the input. This observation also applies to differential-pair amplifiers. The input off-
set current of an MOS differential pair is the difference between the two gate currents
and is essentially zero because the gates of the input transistors are connected to silicon
dioxide, which is an insulator. However, MOS transistors exhibit lower transconductance
than bipolar transistors at the same current, resulting in poorer input offset voltage and
common-mode rejection ratio in MOS differential pairs than in the case of bipolar transis-
tors. In this section we calculate the input offset voltage of the source-coupled MOSFET
pair.

Consider Fig. 3.50 with dc signals so that Vi = Vi, Vio = Vi2, Var = Vor, and
Vyy = V. Let Vip = Vi1 — Vpp, Also, assume that the drain resistors may not be iden-
tical. Let Rp; and Rp; represent the values of the resistors attached to M1 and M, respec-
tively. KVL around the input loop gives

Vip— Ves1 + Vgsa = 0 (3.230)
Solving (1.157) for the gate-source voltage and substituting into (3.230) gives

Vip = Vgs1 — Ves2

2oy, | 2> (3.231)

=Vt T wiD; k' (W/L),

As in the bipolar case, the input offset voltage Vo5 is equal to the vatueof Vip = Vii—Vn

that must be applied to the input to drive the differential output voltage Vop = Vo1 — Voo
to zero. For Vop to be zero, Ip1Rpy = Ip2Rpy; therefore,

2Ups | 2
Voo = Vo =V - 3.232
os = ¥n TR T Wil Y k' (WiLy (@23

subject to the constraint that Ip;Rp1 = ImRpa.

3.5.6.7 Oftset Voltage of the Source-Coupled Pair: Approximate Analysis
The mismatch between any two nominally matched circuit parameters is usually small
compared with the absolute value of that parameter in practice. As a result, (3.232) canbe
rewritten in a way that allows us to understand the contributions of each mismatch to the
overall offset.

Defining difference and average quantities in the usual way, we have

Alp = I;m — I, ' (3.233)

Ip = ’_m_,’ifllz (3.234)

|
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AWIL) = (W/L), — (W/L), e (3.235)
_ (W/Ly +(W/L)
WiL) = =52 (3.236)
AV, = Vn - Vp e (3.237)
VvV, = Vrl + sz »
1= ; (3.238)
AR, = Rpy — R (3.239)
R = Ry + Rp :’
L= —5 (3.240)
Rearranging (3.233) and (3.234) as well as (3.235) and (3.236) gives
_ Alp Al
Ipy = Ip + 5 Ipp = Ip~ 79 (3.241)
A(W/L
(WIL), = (W/L) + ¢ > ) (W/L), = (W/L) - A(Vgl D (3.242)

Substituting (3.237), (3.241), and (3.242) into (3.232) gives

- 2 (Ip + AIp/2) 2(Ip - AIp/2)
Vos = AV, + _ D D
o5 \/: [(WIL) + AW/L)2) \/ ¥ WD) = Awilyz ¥

; Rearranging (3.243) gives

1+ Alp21p _
AW/L)
2(W/L)

1 - Alp2Ip
—AWILD)
2 (WIL)

Vos = AV + (Vgs = V)

(3.244)

If the mismatch terms are small, the argument of each square root in (3.244) is approxi-

mately unity, Using ﬁ = (1 + x)/2 when x = ] for the argument of each square root in
(3.244), we have

Vs Vo[ 1+ A2l 1= ALy

Vos = AV, + L el

s = AV T (AW T AWID (3.245)
2 (WiL) 2 (Wik)

Carrying out the long divisions in(3.245) and ignoring terms higher than first order gives

Vgs — V) éI_D _ AW/L)
2 Ip (WIL)

When the differential input voltage is Vg, the differential output voltage is zero; therefore
Ip1Ryy = IpyRyy, and ’

Vos = AV, +

(3.246)

Alp _ AR,

I R
Iq other wordst the mismatch in the drain currents must be equal and opposite the mismatch
of the load resistors to set Vo = 0. Substituting (3.247) into (3.246) gives
(Vs = Vo) (* ARy _ AWIL)
Ry (W/L)

(3.247)

Vos = AV, + 3 (3.248)
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The first term on the right side of (3.248) stems from threshold mismatch. This mis.
match component is present in MOS devices but not in bipolar transistors. This component
results in a constant offset component that is bias-current independent. Threshold mis-
match is a strong function of process cleanliness and uniformity and can be substantially.
improved by the use of careful layout. Measurements indicate that large-geometry struc-

“trés are capable of achieving threshold-mismatch distributions with standard deviations
on the order of 2 mV in a modern silicon-gate MOS process. This offset component alone

ﬂ limits the minimum offset in the MOS case and is an order of magnitude Targer than the

)y fotal differential-pair offset in modern ion-implanied bipolar technologies.

~ The second term on the right side of (3.248) shows that another component of the off-
set scales with the overdrive V,, = (Vgs — V;) and is related to a mismatch in the load
elements or in the device W/L ratio. In the bipolar emitter-coupled pair offset, the corre-
sponding mismatch terms were multiplied by Vr, typically a much smaller number than

Voul2. Thu e-coupled pairs of MOS transistors display higher input offset voltage

than bipolar pairs for the same level of geometric mismatch or process gradient even when

Threshold mismaich is ignored, The key reason for this limitation is that the ratio of the

ffansconductance to the bias current is much lower with MOS transistors than in the bipe-
Jar case. The quantities Vy in (3.216) and (Vgs — V)2 = Vo/2 in (3.248) are both equal

" to Inias/gnm for the devices in question. This quantity is typically in the range 100 mV to

»

500 mV for MOS i i d of 26 mV for bipolar transistors.

3.5.6.8 Offset Voltage Drift in the Source-Coupled Pair

Offset voltage drift in MOSFET source-coupled pairs does no
tion with offset voltage observed in bipolar pairs. The offset consists of several terms
that have different temperature coefficients. Both V; and V., have a strong temperature
dependence, affecting Vs in opposite directions. The temperature dependence of V,,
stems primarily from the mobility variation, which gives a negative temperature coeffi-
cient to the drain current, while the threshold voltage depends on the Fermi potential. As
shown in Section 1.5.4, the latter décreases with temperature and contributes a positive
temperature coefficient to the drain current. The drift due to the AV, term in Vs may

be quite large if this term itself is large. These two effects can be made to cancel at one
I value of I, which is a useful phenomenon for temperature-stable biasing of single-ended
' amplifiers. In differential amplifiers, however, this phenomenon is not grem~
cause differential configurations already give first-order cancellation of Vs temperature

variations.

3.5.6.9 Small-Signal Characteristics of Unbalanced Differential Ampiifiers'!
As mentioned in Section 3.5.4, the common-mode-to-differential-mode gain and
differential-mode-to-common-mode gain of unbalanced differential amplifiers are
nonzero. The direct approach to calculation of these cross-gain terms requires analy-
sis of the entire small-signal diagram. In perfectly balanced differential amplifiers, the
cross-gain terms are zero, and the differential-mode and common-mode gains can be
found by using two independent half circuits, as shown in Section 3.5.5. With imperfect
matching, exact half-circuit analysis is still possible if the half circuits are coupled in-
stead of independent. Furthermore, if the mismatches are small, a modified version Qf
half-circuit analysis gives results that are approximately valid. This modified half-circutt
analysis not only greatly simplifies the required calculations, but also gives insight about
how to reduce A pm—gm and Agm- o 0 practice. ‘

First consider a pair of mismatched resistors Ry and Ry shown in Fig. 3.63. Assume
that the branch currents are i; and i,, respectively. From Ohm’s law, the differential and

w the high correla-
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Figure 3.63 A pair of mismatched resistors.

common-mode voltages across the resistors can be written as

Vg =V V) = i]R] - izRg (3.249)
and
_vitva 1R + iRy
Ve = 2 - 2 (3250)
Define iy = iy —ip, ic = (i1 + i2)/2, AR = R) — Ry, and R = (R + R»)/2. Then (3.249)
and (3.250) can be rewritten as

o AR\ [ i A
Vg = (z( + %)(R + 7)— (;C - ’5")( - TR) = i;R+i, (AR)  (3.251)

(ic+i—d)(R+é£+ic—i_d R_ﬁ
_ 2 2 2 2 ) is (AR)
ve = 5 =iR+ — (3.252)

These equations can be used to draw differential and common-mode half circuits for
the pair of mismatched resistors. Since the differential half circuit should give half the
differential voltage dropped across the resistors, the two terms on the right-hand side of
(3.251) are each divided by two and used to represent one component of a branch voltage of
val2. 'ljhe differential half circuit is shown in Fig. 3.644. The first component of the branch
voltage is the voltage dropped acrdss R and is half the differential current times the average
resistor value. The second component is the voltage across the dependent voltage source
controlled by the current flowing in the common-mode half circuit and is proportional to
half the mismatch in the resistor values. The common-mode half circuit is constructed
from (3.252) and is shown in Fig. 3.64b. Here the total branch voltage v. is the sum of the
Yoltages across a resistor and a dependent voltage source controlled by the current flowing
in the differential half circuit. In the limiting case where AR = 0, the voltage across each

and

Figure 3.64 (a) Differential and
(b) common-mode half circuits
for a pair of mismatched resistors.
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li, liz
EmiV1 &m2V2

Figure 3.65 A pair of mismatched voltage-controlled current
sources.

dependent source in Fig. 3.64 is zero, and each half circuit collapses to simply a resisto‘r of
value R. Therefore, the half circuits are independent in this case, as expected. In practice,
however, AR # 0, and Fig. 3.64 shows that the differential voltage depends not onlyv on
the differential current, but also on the common-mode current. Similarly_, the common-
Thode voltage depends in part on the differential current. Thus the behavior of a pair of
‘j mismatched resistors can be represented exactly by using coupled half circuits.
——Next consider a pair of mismatched voltage-controlled current sources as sown in
Fig. 3.65. Assume that the control voltages are v; and vy, respectively. Then the differential
and common-mode currents can be written as

ig = i1 — iz = gmiV1 — Em2V2

Agn va\_(, _Bgm)(, _Vd
o+ 222+ ) (o8 3)

1

= gmVa + Dgmve (3.253)
and
. _ i th _ gmVit gmV2
=3 2
Ag Vu Agm\( _va
e 257+ 22 oo - 550 5)
- 2
Agnv
= g + ot (3.254)

where vg = vi — v, ve = (1 +V2)/2, Bgm = 8mt ~ Ema A4 & = (&m1 F gm2)/2.
The corresponding differential and common-mode half circuits each use two voltage-
controlled current sources, as shown in Fig. 3.66. In each case, one dependent source

Figure 3.66 (a) Differential )
and (») common-mode half cir-
cuits for a pair of mismatched
voltage-controlled current
sources.

(@) (v)
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is proportional to the average transconductance and the other to half the mismatch in
the transconductances. With perfect matching, the mismatch terms are zero, and the two
half circuits are independent. With imperfect matching, however, the mismatch terms are
nonzero. In the differential half circuit, the mismatch current source is controlled by the
common-mode control voltage. In the common-mode half circuit, the mismatch current
source is controlled by half thé differential control voltage. Thus, as for mismatched re-
sistors, the behavior of a pair of mismatched voltage-controlled current sources can be
represented exactly by using coupled half circuits. ' ) '

With these concepts in mind, construction of the differential and common-mode half
circuits of unbalanced differential amplifiers is straightforward. In the differential half,
circuit, mismatched resistors are replaced by the circuit shown in Fig. 3.64a, and mis-
matched voltage-controlled current sources are replaced by the circuit in Fig, 3.66a. Sim-
ilarly, the circuits shown in Fig. 3.64b and Fig. 3.66b replace mismatched resistors and
voltage-controlled current sources in the common-mode half circuit. Although mismatches
change the differential and common-mode components of signals that appear at various
points in the complete unbalanced amplifier, the differential components are still equal
and opposite while the common-mode components are identical by definition. Therefore,
small-signal short and open circuits induced by the differential and common-mode signals
are unaffected by these replacements.

For example, the differential and common-mode half circuits of the unbalanced dif-
ferential amplifier shown in Fig. 3.67 are shown in Fig. 3.68. KCL at the output of the
differential half circuit in Fig. 3.68a gives

o

iRd Vid | Agm
iy AL 2y = .
> +gm2 5 Y 0 (3.255)
—
KCL at the output of the common-mode half circuit in Fig. 3.68b gives
Emv Tt Bgm Yid +ige =0 (3256)
2 2 ™
Also, KVL around the input loop in the common-mode half circuit gives ,
V= Vi = Vil = Vie T 2iRelai (3.257)
Substituting (3.257) into (3.256) and rearranging gives
Agn Vi .
. 8mVic T _<§_m_ —éi - 3.258
tRe = 1+ 2gmrail ( B )
Voz
+ +
+ +
Vi 1 Vo Viz
il Figure 3.67 The small-signal dia-
gram of an unbalanced differential
= amplifier.

o,
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:+
. AR
'Rc7
R __

,,Vic ’ C) .

= +
<>

Viail j’ 2rigi

(&)

oc

I

Figure 3.68 (a) Differential and (b)
common-mode half circuits of the dif-
ferential amplifier shown in Fig. 3.67.

Substituting (3.257) and (3.258) into (3.255) and rearranging gives

Ag
Agmrail —2-'1

+ —_———— =
1+ 2gmruai

Agm Agmriailgm
I R UL
* vw< 2 1+ 2gmriail

From KVL in the R branch in the differential half circuit in Fig. 3.68a,

AR i
de = iRc——‘FﬁR

3

g

2

2 2

Substituting (3.258) and (3.259) into (3.260) and rearranging gives

where Ay, and Ay g are

Adm

Acm-dm =

Vod
Vid
Vod
Vic

Vod = AdmVida + Acm-dmVic

= —gmR+

Vie =0

AgmTtail

1+ 2gmruil

1+ 2gmrail
o (g,,,AR + Ang)
vig=0

From KVL in the R branch in the common-mode half circuit in Fig. 3.68b,

= RET L iReR

Voc )

2

)

(3.259)

(3.260)

(3.261)
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Substituting (3.258) and (3.259) into (3.264) and rearranging gives

Voo = Adm-cmVid T AcmVic (3.265)
where Agm—cm and A, are
V.

Adm—cm = Tl;c -
Agn ¥
Ang — gmAR <2gmrtail<‘2_§‘> )
m
= —7|&8mAR+ 3.266
& 1+ 2gmran ( )
Ag, AR
A Ve gk + =55 3267
”me Vi L+ 2gmran )

vy =0

The calculations in (3.255) through (3.267) are based on the half circuits in Fig. 3.68
and give exactly the same results as an analysis of the entire differential amplifier shown
in Fig. 3.67. Because the half circuits are coupled, however, exact half-circuit analysis
requires the simultaneous consideration of both half circuits, which is about as complicated
as the direct analysis of the entire original circuit.

In practice, the mismatch terms are usually a small fraction of the corresponding av-
erage values. As a result, the dominant contributions to the differential signals that con-
trol the mismatch generators in the common-mode half circuit stem from differential in-
puts. Similarly, the dominant part of the common-mode signals that control the mismatch
generators in the differential half circuit arise from common-mode inputs. Therefore, we
will assume that the signals controlling the mismatch generators can be found approxi-
mately by analyzing each half circuit independently without mismatch. The signals that
control the mismatch generators in Fig. 3.68 are ig., igqs/2, v, and v;4,/2. We will find ap-
proximations to these quantities, IRes h ra!2, U, and ¥;4/2 using the half circuits shown in
Fig. 3.69, where the inputs are the same as in Fig. 3.68 but where the mismatch terms
are set equal to zero. By ignoring the second-order interactions in which the mismatch
generators influence the values of the control signals, this process greatly simplifies the
required calculations, as shown next.

Figure 3.69 (a) Differ-
ential and () common-
mode half circuits of

the differential ampli-
fier shown in Fig. 3.67
with mismatch terms set
equal tozero.
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From inspection of the differential half circuit in Fig. 3.69a,

Via _ Vid
— = = 3
3 5 (3.268)
and
fRd Vid
= = —8m— 3
) gm— (3.269)
From the common-mode half circuit in Fig. 3.695b,
By — ~ N - Vie
V= vie = gm¥ Crain) T% 20ria Senran (3.270)
Therefore,
R G.27)

- 1+ 2gmT i
Now reconsider the differential half circuit with mismatch shown in Fig. 3.68a. As-
sume that ig. = ig. and v = V. Then

"Ld:_éf(_.g_ﬂiﬁ_>_ Vidp_B8m Ve p . 301

2 7 \T+ 2gmran ) 572 2 1+ 2gmrail
From (3.272),
Agy = Lo ~ —gnR (3.273)
Vid | v, =0
and
AR + AgnR
Aomoam = 2 = _(_,_gm R+ Bgn ) (3.274)
Vie | vy=0 1+ 2gmrail

Equation 3.274 shows that the ratio Agm! Acm—am 18 approximately proportional to 1 +
28mtuai- Also, (3.274) agrees exactly with (3.263) in this case because the g,, generator
in Fig. 3.68a is controlled by a purely differential signal. In other examples, the common-
mode-to-differential-mode gain calculated in this way will be only approximately correct.

Now reconsider the common-mode half circuit with mismatch shown in Fig. 3.680
and assume that ig; = H ra- From KCL at the tail node,

Viail = |&mV + "A&Y—lg 21l (3275)
2 2
Then
Agm Vid
Vie = == (2rain) v
= 2 2
V= Vi Vg = ———— e E——— (3.276)
oo 1+ 2gmrai
From KCL at the output node in Fig. 3.68b,
Vo — IRd AR
22 AgnVia _ 3.277)
R +gmvt = 0 (

Assume that iy = igg. Substituting (3.269) and (3.276) into (3.277) and rearranging gives

-1 AgmR , gk (3.278)
(gmAR I nghail) Vie

v Vid —
T 4 41+ 2gmran
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From (3.278),
Voc 1 AgnR
/4m——cm= —_— = = mAR+—L——
. Vid | v.=0 4 (g 1+ 28m7‘tail) (3:279)
and
. Voc ng
Acm = o —_ e 3
Vice vig=0 1+ ngrtail ( 280)

These equations show that increasing the degeneration to common-mode inputs repre-
sented by the quantity 1 + 2g, i reduces the magnitude of Acm—dam» Adm—cm» atid Acp,.
AS rit — @ in this case, Agp—gm — 0 and Ac, — 0. On the other hand, Agm-¢m does
not approach zero \X{lqp'ﬁﬂlnbecomes infinite. Instead, ’

m Agp—om = _gmAR

Fajy 7> 4

(3.281)

With finite and mismatched transistor output resistances, Acm-4, also approaches a
nonzero value as 7,y becomes infinite. Therefore, r should be viewed as an impor-
tant parameter because it reduces the sensitivity of differential pairs to common-mode
inputs and helps reduce the effects of mismatch. However, even an ideal tail current
soutee does not overcome all the problems introduced by mismatch. In Chapter 4, we will
consider transistor current sources for which ry; can be quite large.

EXAMPLE

Consider the unbalanced differential amplifier in Fig. 3.67. Assume that
gmi = 1001 mA/V  gmp = 0.999 mA/V
Ry = 101 kQ R, = 99k Fait = 1 M

Find Adm: Acms Acm*dms and Adm*rm~
Calculating average and mismatch quantities gives

=gml+gm2_ mA _ _ _ mA
Em ) =1 v Agm = gmi ng—O.OOZT\-;—
R+ R
R = 122=1oom AR =R, — R, = 2k}

From (3.269)

ka _ _ WAV _ _ Vi -~
, 2 vV 2 7kQ o
From (3.271) SRS
2 ! Vvi” Vie

Re T TTI2(1)(1000) | 2001 kQ

m (3.273), (3.274), (3.279), and (3.280),
Agm = —1(100) = —100

Ay g = — LD H00020100) _ 4 5,

1 + 2 (1)(1000) .
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_ 1 _0.002(100) \_ _
Adn-cn =~ 3 (1 @+ 13 (1)(1000))

1300)  _ s

Aem = = T3 (1)(1000)

APPENDIX
A.3.1 ELEMENTARY STATISTICS AND THE GAUSSIAN DISTRIBUTION

From the standpoint of a circuit designer, many circuit parameters are best regarded ag
random variables whose behavior is described by a probability distribution. This view is
particularly important in the case of a parameter such as offset voltage. Even though the
offset may be zero with perfectly matched components, random variations in resistors and
transistors cause a spread of offset voltage around the mean value, and the size of this
spread determines the fraction of circuits that meet a given offset specification.

Several factors cause the parameters of an integrated circuit to show random varia-
tions. One of these factors is the randomness of the edge definition when regions are de-
fined to form resistors and active devices. In addition, random variations across the wafer
in the diffusion of impurities can be a significant factor. These processes usually give rise
to a Gaussian distribution (sometimes called a normal distribution) of the parameters. A
Gaussian distribution of a parameter x is specified by a probability density function p(x)
given by

— 2
x — m) } (3.282)

1
px) = exp| —
J2mo { 20%

where o is the standard deviation of the distribution and m is the mean or average value
of x. The significance of this function is that, for one particular circuit chosen at random
from a large collection of circuits, the probability of the parameter having values between
x and (x + dx) is given by p(x)dx, which is the area under the curve p(x) in the range
x to (x + dx). For example, the probability that x has a value less than X is obtained by
integrating (3.282) to give

X

Px < X)= J p(x)dx (3.283)
_ X 1 (x — m)?
N

In a large sample, the fraction of circuits where x is less than X will be given by the
probability P(x < X), and thus this quantity has real practical significance. The probability
density function p(x) in (3.282) is sketched in Fig. 3.70 and shows a characteristic bell
shape. The peak value of the distribution occurs when x = m, where m is the mean value of
. The standard deviation o is a measure of the spread of the distribution, and large values
of o give rise to a broad distribution. The distribution extends over —w < x < 8
shown by (3.282), but most of the area under the curve is foundin therange x = m = 30,
as will be seen in the following analysis. )
The development thus far has shown that the probability of the parameter x having
values in a certain range is just equal to the area under the curve of Fig. 3.70 in that range:
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x linear scale

Figure 3.70 Probability density function p(x) for a Gaussian distribution with mean value m and
standard deviation . p(x) = exp(—(x — m* Qo) 27a)

Since x must lie somewhere in the range *o, the total area under the curve must be unity,
and integration of (3.282) will show that this is so. The most common specification of
interest to circuit designers is the fraction of a large sample of circuits that lies inside a
band around the mean. For example, if a circuit has a gain x that has a Gaussian distribution
with mean value 100, what fraction of circuits have gain values in the range 90 to 110?
This fraction can be found by evaluating the probability that x takes on values in the range
x = m * 10 where m = 100. This probability could be found from (3.282) if o is known
by integrating as follows:

m+10 — 2
P(m—10<x<m+10):J L exp| ™
m-10 2mo 202

This equation gives the area under the Gaussian curve in the range x = m = 10.

To simplify calculations of the kind described above, values of the integral in (3.285)
bave been calculated and tabulated. To make the tables general, the range of integration
is normalized to g to give

}dx (3.285)

m+ko 1

P(m—ka<x<m+ka)=J o mp?

ex
m-ko /2ma p[ 202

Values of this integral for various values of & are tabulated in Fig. 3.71. This table shows
that P = 0.683for k = 1and thus 68.3 percent of a large sample of a Gaussian distribution
lies within arange x = m * o. For k = 3, the value of P = 0.997 and thus 99.7 percent
of a large sample lies within a range x = m = 30.

Circuit parameters such as offset or gain often can be expressed as a linear combination
of o}her parameters as shown in (3.216) and (3.248) for offset voltage. If all the parameters
are independent random variables with Gaussian distributions, the standard deviations and
means can be related as follows. Assume that the random variable x can be expressed in
terms of random variables a, b, and ¢ using

x=a+b—c¢ (3.287)

}dx (3.286)

R RO =




=
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Then it can be shown that
my, = Mg+ mp — Me (3.288)
o2 =02+ o+ ol (3.289)

X

where m, is the mean value of x and 0% is the standard deviation of x. Equation 3.289
shows that the square of the standard deviation of x is the sum of the square of the standard
deviations of a, b, and c. This result extends to any number of variables.

These results were treated in the context of the random variations found in gircuit
parameters. The Gaussian distribution is also useful in the treatment of random noise, as

described in Chapter 11.

s EXAMPLE
The offset voltage of a circuit has a mean value of m = 0 and a standard deviation of
o = 2 mV. What fraction of circuits will have offsets with magnitudes less than 4 mV?
A range of offset of 4 mV corresponds to +2¢. From Fig. 3.71, we find that the area
under the Gaussian curve in this range is 0.954, and thus 95.4 percent of circuits will have
m  offsets with magnitudes less than 4 mV.

Area under the Gaussian curve

k in the range m * ko
0.2 0.159
0.4 0311
0.6 0451
0.8 0.576
1.0 0.683
12 0.766
1.4 0.838
1.6 0.890
1.8 0.928
2.0 0.954
22 0.972
2.4 0.984
2.6 0.991
2.8 0.995
3.0 0.997

Figure 3.71 Values of the integral in (3.286) for various values of k. This integral gives the arca
under the Gaussian curve of Fig. 3.70 in the range x = +ko.

PROBLEMS

For the npn bipolar transistors in these fier of Fig. 3.7 if Rc = 20 kQ and Ic = 250 pA-

problems, use the high-voltage bipolar device ~Assume that ry = 0.
parameters given in Fig. 2.30, unless other-
wise specified.

3.1 Determine the input resistance, transcor}— : : i
ductance, and output resistance of the CE ampli- gain v,/v; asa function of Rs, Rc, Bo, Va, an¢ &

3.2 ACE transistor is to be used in the amplifier
of Fig. 3.72 with a source resistance Rs and cqlle‘;l
tor resistor R¢. First, find the overall small-signa .

collector current I¢. Next, determine the value of dc
collector bias current I that maximizes the small-
signal voltage gain. Explain qualitatively why the

ain falls at very high and very low collector cur-
rents. Do not neglect r, in this problem. What is
the voltage gain at the optimum /c? Assume that

vy = 0.

Vee

Figure 3.72 Circuit for Problem 3.2.

3.3 Assume that Ry = Ro = 50 k() in Prob-
tem 3.2, and calculate the optimum /. What is
the dc voltage drop across Rc? What is the voltage
gain?

3.4 For the common-source amplifier of Fig.

312, calculate the small-signal voltage gain and the
bias values of V; and V,, at the edge of the triode re-
gion. Also calculate the bias values of V; and V,
where the small-signal voltage gain is unity with
the transistor operating in the active region. What
is the maximum voltage gain of this stage? Assume
Voo =3V, Rp = 5 kQ, u,Cor = 200 AV,
W=10pm L= 1pm V, =06V, andA =0.
Check your answer with SPICE.
3.5 Determine the input resistance, transcon-
 ductance, and output resistance of the CB ampli-
¢ fier of Fig. 3.15if Ic = 250 pA and Rc = 10kQ).
glect ry, and r,.

3.6 Assume that R¢ is made large compared
th 7, in the CB amplifier of Fig. 3.15. Use the
Cquivalent circuit of Fig. 3.17 and add r, between
the input (emitter terminal) and the output (collec-
{or terminal) to calculate the output resistance when
(@ The amplifier is driven by an ideal current
urce, :
(6) The amplifier is driven by an ideal voltage
urce. Neglect 7.
3._7 Determine the input resistance of the CG
plifier of Fig. 3.19 if the transisior operates
the active region with Ip = 100 wA. Let
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Rp = 10 kQ, p,Cor = 200 pA/VE A =
0.01 V!, W = 100 pm, and L = 1 pm. Ignore
the body effect. Repeat with Rp = 1 MQ. If the
100 wA current flows through Rp in this case, a
power-supply voltage of at least 100 V would be
required. To overcome this problem, assume that
an ideal 100-wA current source is placed in parallel
with Rp here.

3.8 Determine the input resistance, voltage
gain v,/v;, and output resistance of the CC ampli-
fier of Fig. 3.23aif Rs = 5kQ, R, = 500 Q, and
Ic = 1 mA. Neglect r, and r,. Do not include R

_in calculating the input resistance. In calculating

the output resistance, however, include R;. Include
both Rs and R; in the gain calculation.

3,9 For the common-drain amplifier of Fig.
3.73, assume W/L = 10 and A = 0. Use Table 2.2
for other parameters. Find the dc output voltage Vo
and the small-signal gain v,/v; under the following
conditions:

(a) Ignoring the body effect and with R — o

(b) Including the body effect and with R — o

(¢) Including the body effect and with R =
100 k)

(d) Including the body effect and with R =
10kQ

Vpp=5V

Figure 3.73 Circuit for Problem 3.9.

3.10 Determine the dc collector currents in
Q) and O, and then the input resistance and
voltage gain for the Darlington emitter follower
of Fig. 3.74. Neglect r,, rp, and r,. Assume that
Vegen = 0.7 V. Check your answer with SPICE
and also use SPICE to determine the output resis-
tance of the stage.

3.11 Calculate the output resistance r; of the
common-emitter Darlington transistor of Fig. 3.75
as a function of Igjas- Do not neglect either r,; or
r»2 in this calculation, but you may neglect r, and
Ty Ifler = 1 mA, what is rf,' for Igjas = 1 mA?
For IB]AS = 0?

n

| I

|
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Vee=10V

ac ground

Figure 3.75 Circuit for Problem 3.11.

3.12 A BiCMOS Darlington is shown in Fig.
3.76. The bias voltage Vz is adjusted for a dc output
voltage of 2 V. Calculate the bias currents in both
devices and then calculate the small-signal volt-
age gain v,/v; of the circuit. For the MOS transis-
tor, assume W = 10 pm, L = 1 pm, wnCosx =
200 pA/VE, V, = 06 V, y = 0.25 V2 b, =
0.3V, and A = 0. For the bipolar transistor, assume
Is = 1071 A, B = 100, r, = 0, and V4 — .
Use SPICE to check your result. Then add A =
0.05V-1, r, = 100 Q, and V4 = 20 V and com-
pare the original result to the result with this new
transistor data. Finally, use SPICE to compute the
dc transfer characteristic of the circuit.

3.13 Determine the input resistance, transcon-
ductance, output resistance, and maximum open-
circuit voltage gain for the CE-CB circuit of Fig.
3.36if Ic1 = I(;z = 250 |.LA

3.14 Determine the input resistance, transcon-
ductance, output resistance, and maximum open-
circuit voltage gain for the CS-CG circuit of Fig.
3.38ifIp, = Ipy = 250 pA. Assume W/L = 100,
A = 0.1V, and y = 0.1. Use Table 2.2 for other
parameters.

3.15 Find the output resistance for the active-
cascode circuit of Fig. 3.77 excluding resistor R.

V=3V
R =1kQ
QO
+
+ M
v, [
VO
= Ry
1kQ

1"

Figure 3.76 BiCMOS Darlington circuit for Prob-
lem 3.12.

Assume that all the transistors operate in the active
region with dc drain currents of 100 wA. Use the
transistor parameters in Table 2.4. Ignore the body
effect. Assume W = 10 wm, Lorws = 0.4 m, and
X, = 0.1 pm for all transistors. Check your answer
with SPICE.

VDD

+ o———{

\4
Figure 3.77 Active-cascode circuit for Problem
3.15.

3.16 Find the short-circuit transconductance of
the super-source follower shown in Fig. 3.43. As-
sume [; = 200 wA, I, = 100 WA, W = 30 uI}L
and W, = 10 wm. Also, assume that both transis-
tors operate in the active region, and ignore the body
effect. Use the transistor parameters in Table 2.4
Assume Lawn = 0.4 pm and Xy = 0.1pm for all
transistors. ]

3.17 A BiCMOS amplifier is shown i Fig.
378, Calculate the small-signal voltage gain volVi-
Assume Is = 107 A, Bp = 100,7, = 0,Va ™
%, I-anox = 200 }LA/V2, V)= 0.6V, and A=
0. Check your answer with SPICE and then use
SPICE to investigate the effects of velocity sat

. A H @
uration by including source degeneration in
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5V

émkﬁ

M,
1
Vi

30 kQ

v
N>

+0

| b
lj My 1k,

A WAT

Figure 3.78 BiCMOS amplifier for Problem 3.17.

MOS transistors as shown in Fig. 1.41 using €. =
15 x 10° V/m.

3.18 Determine the differential-mode gain,
common-mode gain, differential-mode input resis-
tance, and common-mode input resistance for the
circuit of Flg 3.45 with Itan. = 20 }LA, Roan, =
10 MQ, Rc = 100 kﬂ, and Ve = VCC =5V.
Neglect ry, 75, and r,,. Calculate the CMRR. Check
with SPICE and use SPICE to investigate the ef-
fects of adding nonzero r, and finite V4 as given in
Fig. 2.30.

3.19 Repeat Problem 3.18, but with the addi-
tion of emitter-degeneration resistors of value 4 k(1
each:

320 Determine the overall input resistance,
voltage gain, and output resistance of the CC-CB

Vec=+15V

Ve =—15V
Figure 3.79 Circuit for Problem 3.20.

connection of Fig. 3.79. Neglect r,, ry,, and r,. Note
that the addition of a 10-k £} resistor in the collec-
tor of Q; would not change the results, so that the
results of the emitter-coupled pair analysis can be
used.

3.21 Use half-circuit concepts to determine the
differential-mode and common-mode gain of the
circuit shown in Fig. 3.80. Neglect r,, r,., and 7.
Calculate the differential-mode and common-mode
input resistance.

+Vee
é Re Ry é Re
O (o
Vot Vo2

—e o

il R Vio
E

_1_ AWy i_

Tgg C) Ige

~Vee
Figure 3.80 Circuit for Problem 3.21.

3.22 Consider the circuit of Fig. 3.80 except
replace both npn transistors with n-channel MOS
transistors. Neglect the body effect, and assume
A = 0. Use half-circuit concepts to determine the




252 Chapter3 s Single-Transistor and Muttiple-Transistor Amplifiers

differential-mode and common-mode gain of this
modified circuit.

3.23 Design an emitter-coupled pair of the type
shown in Fig. 3.53a. Assume Itan. = 0 and select
values of Rc and Rpaw to give a differential in-
put resistance of 2 M{}, a differential voltage gain
of 500, and a CMRR of 500. What are the mini-
mum values of Vgc and Vie that will yield this
performance while keeping the transistors biased
in the forward-active region under zero-signal con-
ditions? Assume that the dc common-mode input
voltage 1s zero. Neglect ry, 7., and 7,.

324 Delermine the required bias current and
device sizes to design a source-coupled pair to have
the following two characteristics. First, the small-
signal transconductance with zero differential input
voltage should be 1.0 mA/V. Second, a differential
input voltage of 0.2 V should result in a differential
output current of 85 percent of the maximum value.
Assume that the devices are n-channel transistors
that are made with the technology summarized in
Table 2.4. Use a drawn device channel length of
1 wm. Neglect channel-length modulation, and as-
sume Xy = 0.
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CHAPTER W b

Current Mirrors, Active Ldads,
andReferences 4

4.1 Introduction

Current mirrors made by using active devices have come to be widely used in analog inte-
grated circuits both as biasing elements and as load devices for amplifier stages. The use
of cur_rent .mirrors in biasing can result in superior insensitivity of circuit performance to
variations in power supply and temperature. Current mirrors are frequently more economi-
cal than resistors in terms of the die area required to provide bias current of a certain value
particularly when the required value of bias current is small. When used as a load clemen;
in transistor amplifiers, the high incremental resistance of the current mirror results in high
voltage gain at low power-supply voltages.

The first section of this chapter describes the general properties of current mirrors and
compares various bipolar and MOS mirrors to each other using these properties. The next
section deals with the use of current mirrors as load elements in amplifier stages. The last
sec.tio.n shows how current mirrors are used to construct references that are insensitive to
vapatxonﬁ in supply and temperature. Finally, the appendix analyzes the effects of device
mismatch.

4.2 Current Mirrors

4.2.1 General Properties

A current mirror is an element with at least three terminals, as shown in Fig. 4.1. The
common terminal is connected to a power supply, and the input current source is connected
to tl.le input terminal. Ideally, the output current is equal to the input current multiplied by a
desired current gain. If the gain is unity, the input current is reflected to the output, leading
to Fhe name current mirror. Under ideal conditions, the current-mirror gain is independent
of input frequency, and the output current is independent of the voltage between the output
and common terminals. Furthermore, the voltage between the input and common terminals
is ideally zero because this condition allows the entire supply voltage to appear across the
input current source, simplifying its transistor-level design. More than one input and/or
output terminals are sometimes used.

In.practice, real transistor-level current mirrors suffer many deviations from this ideal
behavior. For example, the gain of a real current mirror is never independent of the input
frequency. The topic of frequency response is covered in Chapter 7, and mainly dc and
low—frgquency ac signals are considered in the rest of this chapter. Deviations from ideality
that will be considered in this chapter are listed below.

L 01}6 of the most important deviations from ideality is the variation of the current-
mirror output current with changes in voltage at the output terminal. This effect is
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Vsup
il R,
) In i
VOUT
—
IN ouTt
Current T Vour
Vin mirror
COMMON
=
(a)
Vsup
+ 1
COMMON
Current
Vin mirror i
IN ouT T
- 1 VOUT
In |
9) <-| Figure 4.1 Current-mirror block dia-
= R, grams referenced to (a) ground and (b)
() the positive supply.

characterized by the small-signal output resistance, R,, of the current mirror. A Norton-
equivalent model of the output of the current mirror includes R, in parallel with a cur-
rent source controlled by the input current. The output resistance directly affects the
performance of many circuits that use current mirrors. For example, the common-mode
rejection ratio of the differential amplifier depends directly on this resistance, as does
the gain of the active-load circuits. Increasing the output resistance reduces the depen-
dence of the output current on the output voltage and is therefore desirable. Generally
speaking, the output resistance increases in practical circuits when the output current
decreases. Unfortunately, decreasing the output current also decreases the maximum
operating speed. Therefore, when comparing the output resistance of two current mir-
rors, they should be compared at identical output currents.

. Another important error source is the gain error, which is the deviation of the gain of

a current mirror from its ideal value. The gain error is separated into two parts: (1) the
systematic gain error and (2) the random gain error. The systematic gain error, €, is
the gain error that arises even when all matched elements in the mirror are perfectly
matched and will be calculated for each of the current mirrors presented in this section.
The random gain error is the gain error caused by unintended mismatches between

matched elements.

. When the input current source is connected to the input terminal of a real current mirTor,

it creates a positive voltage drop, Vi, that reduces the voltage available across the
input current source. Minimizing Vv is important because it simplifies the design of
the input current source, especially in low-supply applications. To reduce Vi, current
mirrors sometimes have more than one input terminal. In that case, we will calculate
an input voltage for each input terminal. An example is the MOS high-swing cascode
current mirror considered in Section 4.2.5.
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4. A positive output voltage, Vour, is required in practice to make the output current de-
pend mainly on the input current. This characteristic is summarized by the minimum
_voltage across the output branch, Vourminy, that allows the output device(s) to operate
in the active region. Minimizing VouTimin) Maximizes the range of output voltages for
which the current-mirror output resistance is almost constant, which is important in ap-
plications where current mirrors are used as active loads in amplifiers (especially with
low power-supply voltages). This topic is covered in Section 4.3. When current mirrors
have more than one output terminal, each output must be biased above its Vourmin) to
make the corresponding output current depend mainly on the input current.

In later sections, the performance of various current mirrors will be compared to each other
through these four parameters: R,, €, Vin, and Vourmin)-

4.2.2 Simple Current Mirror

4.2.2.1 Bipolar :

The simplest form of a current mirror consists of two transistors. Fig. 4.2 shows a bipolar
version of this mirror. Transistor 0, is diode connected, forcing its collector-base voltage
to zero. In this mode, the collector-base junction is off in the sense that no injection takes
place there, and Q; operates in the forward-active region. Assume that O, also operates
in the.forward—active region and that both transistors have infinite output resistance. Then
Iout is controlled by Vg, which is equal to Vg1 by KVL. A KVL equation is at the
heart of the operation of all current mirrors. Neglecting junction leakage currents,

1
Vaes = Vrln ' = Vit = Vyln 1€ 1

52 I

where Vr = kT/q is the thermal voltage and /s, and /5, are the transistor saturation cur-
rents. From (4.1),

Isz
Icp = =1
c2 Is; C1 . 4.2)

If the transistor§ are identical, Is; = Is, and (4.2) shows that the current flowing in the
collector of Qy is mirrored to the collector of Q. KCL at the collector of Q; yields

R
11N~101—%—%=0 (4.3)

——_:(Qz Vour
I

Figure 4.2 A simple bipolar current
mirror.
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Therefore, with identical transistors,

I
lour = {2 = ey = INZ 4.4

1+ =

Br

If BF is large, the base currents are small and
Toutr = Ic1 = IN (4.5)

Thus for identical devices Q; and (3, the gain of the current mirror is approximately unity,
This result holds for both dc and low-frequency ac currents. Above the 3-dB frequency of
the mirror, however, the base current increases noticeably because the impedance of the
base-emitter capacitance decreases, reducing the gain of the current mirror. Frequency
response is studied in Chapter 7. The rest of this section considers dc currents only.

In practice, the devices need not be identical. Then from (4.2) and (4.3),

Isy Isz 1

= B2f. = (2= _— 4.

lour Is1 Cl (I.S‘l IIN) i+ 1+ (152/151) ¢ 6
F

When Is; = Isi, (4.6) is the same as (4.4). Since the saturation current of a bipolar tran-
sistor is proportional to its emitter atca, the first term in (4.6) shows that the gain of the
current mirror can be larger or smaller than unity because the emitter areas can be ratioed.
If the desired current-mirror gain is a rational number, M /N, the area ratio is usually set by
connecting M identical devices called units in parallel to form Q, and N units in parallel
to form Q; to minimize mismatch arising from lithographic effects in forming the emit-
ter regions. However, area ratios greater than about five to one consume a large die area
dominated by the area of the larger of the two devices. Thus other methods described in
later sections are preferred for the generation of Jarge current ratios. The last term in (4.6)
accounts for error introduced by finite Br. Increasing Isa/Isy increases the magnitude of
this erfor by increasing the base current of O, compared to that of 0.

In writing (4.1) and (4.2), we assumed that the collector cutrents of the transistors are
independent of their collector-emitter voltages. If a transistor is biased in the forward-
active region, its collector current actually increases slowly with increasing collector-
emitter voltage. Fig. 4.3 shows an output characteristic for Qz. The output resistance of
the current mirror at any given operating point is the reciprocal of the slope of the output
characteristic at that point. In the forward-active region,

Ro =1 = 57—
Ica
Tout = Ic2

Ve = Vag1

Vout = Veee

-V, Vg
Figure 4.3 npn output characteristic.

Va @7
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The point where Vcgy, = Vg and Vygs = Vg is labeled on the characteristic. Be-
cause the collector current is controlled by the base-emitter and collector-emitter voltages

Icx = <Is2/1 s1)c; at this point. If the slope of the characteristic in saturation is constant:
the variation in Ic; for changes in Vcgy can be predicted by a straight line that goes
through the labeled point. As described in Chapter 1, extrapolation of the output char-
acteristic in the forward-active region back to the Vg, axis gives an intercept at —V,

where V4 is the Early voltage. If V4 > Vg, the slope of the straight line is about equai
to (Isa/Is1)YIc1/V 4). Therefore,

Is2 Vees = Ve
82 pe{1 4 LEE2 Ter
Vees = Vern ) = Isi N Va
Va 1+ L+ (sl Isy)
Br

_ s
Iout = m]c] (1 + (48)

Since the ideal gain of the current mirror is Isy/fs;, the systematic gain error, €, of the
current mirror can be calculated from (4.8).

V —
1 4 Ve Ve

Va Vers = Verr 1+ UsalIs)
€ _— A |-1= -
L) 7 Br “>
Br

The first term in (4.9) stems from finite output resistance and the second term from fi-
nite Br. If Vogs > Vegy, the polarities of the two terms are opposite. Since the two terms
are independent, however, cancellation is unlikely in practice. The first term dominates
yvheq the difference in the collector-emitter voltages and By are large. For example, with
identical transistors and V, = 130V, if the collector-emitter voltage of Q; is held at
VE@eny» and if the collector-emitter voltage of @, is 30 V, then the systematic gain et-
ror (30 — 0.6)/130 — 2/200 = 0.22. Thus for a circuit operating at a power-supply voltage
of 30V, the current-mirror currents can differ by more than 20 percent from those values
calculated by assuming that the transistor output resistance and B are infinite. Although
the ﬁrst term in (4.9) stems from finite output resistance, it does not depend on r,, directly
but instead on the collector-emitter and Early voltages. The Early voltage is independent
of the bias current, and

Viv = Vel = Vaer = Vaeen) (4.10)

Since Vgpeny is proportional to the natural logarithm of the collector current, Vv
changes little with changes in bias current. Therefore, changing the bias current in a cur-
rent mirror changes systematic gain error mainly through changes in Vegs.

.Fix}ally, the minimum output voltage required to keep @, in the forward-active
region is

Voutgminy = VeEasa (4.11)

4222 MOS

Fxgqre 4.4 shows an MOS version of the simple current mirror. The drain-gate voltage of
M1 is zero; therefore, the channel does not exist at the drain, and the transistor operates
in the.saturation or active region if the threshold is positive. Although the principle of
operation for MOS transistors does not involve forward biasing any diodes, M, is said
to be diode connected in an analogy to the bipolar case. Assume that M; also operates
in the active region and that both transistors have infinite output resistance. Then Ip; is
controlled by Vs, which is equal to Vs by KVL. A KVL equation is at the heart of
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VDD

0
Iy QB Ioyr=1Ip2 i

M, :_l ] I;: M, Vour

= l - Figure 4.4 A simple MOS current
= mirrer.

the operation of all current mirrors. As described in Section 1.5.3, the gate-source voltage
of a given MOS transistor is usually separated into two parts: the threshold V; a}nd the
overdrive V,,. Assuming square-law behavior as in (1.157), the overdrive for M, is

[ 2Ip
Vo = Ves2 = Vi = P(—WL}L—); (4.12)

Since the transconductance parameter k' is proportional to mobility, and since mobility
falls with increasing temperature, the overdrive rises with temperature. In contrast, Sec-
tion 1.5.4 shows that the threshold falls with increasing temperature. From KVL and

(1.157),
Vess = Vi + |22 _ygq = v+ o (4.13)
g2 = Vi Y Wi, Gs1 : \/k'(W/L)1

Equation 4.13 shows that the overdrive of M is equal to that of M.
Vo2 = Voy1 = Vou 4.14)

If the transistors are identical, (W/L); = (W/L);, and therefore

Ioutr = Ip2 = Ip (4.15)

Equation 4.15 shows that the current that flows in the drain of M is mirrored to ic drain
of M,. Since B — o for MOS transistors, (4.15) and KCL at the drain of M yield

Iour = Ip1 = In (4.16)
Thus for identical devices operating in the active region with infinite output resistance, the
gain of the current mirror is unity. This result holds when the gate currents are Zero; that
is, (4.16) is at least approximately correct for dc and low-frequency ac currents. As the
input frequency increases, however, the gate currents of M, and M, increase because each
transistor has a nonzero gate-source capacitance. The part of the input current that flows
into the gate leads does not flow into the drain of M, and is not mirrored to M,; therefore,
the gain of the current mirror decreases as the frequency of the input current increases.
The rest of this section considers dc currents only.
In practice, the devices need not be identical. Then from (4.13) and (4.16),

(W/Ly,, _ (WiL)p
WiLy, '~ (WiLy

Ioutr = 417

In
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Equation 4.17 shows that the gain of the current mirror can be larger or smaller than unity
because the transistor sizes can be ratioed. To ratio the transistor sizes, either the widths or
the lengths can be made unequal in principle. In practice, however, the lengths of M, and
M, are rarely made unequal. The lengths that enter into (4.17) are the effective channel
lengths given by (2.35). Equation 2.35 shows that the effective channel length of a given
transistor differs from its drawn length by offset terms stemming from the depletion re-
gion at the drain and lateral diffusion at the drain and source. Since the offset terms are
independent of the drawn length, a ratio of two effective channel lengths is equal to the
drawn ratio only if the drawn lengths are identical. As a result, a ratio of unequal channel
lengths depends on process parameters that may not be well controlled in practice. Sim-
ilarly, Section 2.9.1 shows that the effective width of a given transistor differs from the
drawn width because of lateral oxidation resulting in a bird’s beak. Therefore, a ratio of
unequal channel widths will also be process dependent. In many applications, however,
the shortest channel length allowed in a given technology is selected for most transistors
to maximize speed and minimize area. In contrast, the drawn channel widths are usually
many times larger than the minimum dimensions allowed in a given technology. Therefore,
to minimize the effect of the offset terms when the current-mirror gain is designed to
differ from unity, the widths are ratioed rather than the lengths in most practical cases.
If the desired current-mirror gain is a rational number, M/N, the ratio is usually set by
connecting M identical devices called units in parallel to form M, and N units in parallel
to form M; to minimize mismatch arising from lithographic effects in forming the gate
regions. As in the bipolar case, ratios greater than about five to one consume a large die
arca dominated by the area of the larger of the two devices. Thus other methods described
in later sections are preferred for the generation of large current ratios.

In writing (4.13) and (4.15), we assumed that the drain currents of the transistors are
independent of their drain-source voltages. If a transistor is biased in the active region, its
drain current actually increases slowly with increasing drain-source voltage. Figure 4.5
shows an output characteristic for M,. The output resistance of the current mirror at any
given operating point is the reciprocal of the slope of the output characteristic at that point.
In the active region,

Va 1

s = Mo (4.18)
The point where Vpss = Vpgs1 and Vigsz = Vs is labeled on the characteristic. Be-
cause the drain current is controlled by the gate-source and drain-source voltages, Ip; =
[(W/L),/(W/L){]Ip; at this point. If the slope of the characteristic in saturation is con-
stant, the variation in Ip; for changes in Vg, can be predicted by a straight line that goes

R, =rp =

Ioyt = Ip2
(WiL), Visz = Vesi
(WiL), Pt
Vout = Vps2

Vs
Figure 4.5 Output characteristic of simple MOS current mirror.
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through the labeled point. As described in Chapter 1, extrapolation of the output char.
acteristic in the active region back to the Vps; axis gives an intercept at ~Va = 1A,
where V4 is the Barly voltage. If V4 >> Vi1, the slope of the straight line is about equa]

to [(W/L),/(W/L),1Ip1/V ] Therefore,

W/L 14 -V .
lour = (W/L), In (1 + Vos2 DSl) (4.19)

(W/L) Va

Since the ideal gain of the current mirror is (W/L),/(W/L), the systematic gain error, ¢,
of the current mirror can be calculated from (4.19).

€ = Vps2 — Vbsi (4.20)
Va

For example, if the drain-source voltage of My is held at 1.2 V, and if the drain-source
voltage of M5 is 5V, then the systematic gain error is (5—1.2)/10 = 038 with V4 = 10 V.
Thus for a circuit operating at a power-supply voltage of 5V, the current-mirror currents
can differ by more than 35 percent from those values calculated by assuming that the
transistor output resistance is infinite. Although ¢ stems from finite output resistance, it
does not depend on r,; directly but instead on the drain-source and Early voltages. Since
the Early voltage is independent of the bias current, this observation shows that changing
the input bias current in a current mirror changes systematic gain error mainly through
changes to the drain-source voltages.
For the simple MOS current mirror, the input voltage is

Viwn = Vost = Vi+ Vo = Vi+ Vo 4.21)

With square-law behavior, the overdrive in (4.21) is proportional to the square root of the
input current. In contrast, (4.10) shows that the entire Vin in a simple bipolar mirror is
proportional to the natural logarithm of the input current. Therefore, for a given change in
the input current, the variation in Vpy in a simple MOS current mirror is generally larger
than in its bipolar counterpart.

Finally, the minimum output voltage required to keep M, in the active region is

21
Voutmin = Ver = Voy = /Wu%%; “.22)

Equation 4.22 predicts that VouTmis) depends on the transistor geometry and can be made
arbitrarily small in a simple MOS mirror, unlike in the bipolar case. However, if the over-
drive predicted by (4.22) is less than 21V, where n is defined in (1.247) and Vr is a
thermal voltage, the result is invalid except to indicate that the transistors operate in weak
inversion. At room temperature with n = 1.5, 2nVy = 78 mV. If the transistors operate
in weak inversion,

Voutiny = 3Vr (4.23)

as shown in Fig. 1.43L.

4.2.3 Simple Current Mirror with Beta Helper

4.2.3.1 Bipolar
In addition to the variation in output current due to finite output resistance, the second term
in (4.9) shows that the collector current /¢, differs from the input current because of fimte
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o Ve
Jour =13}
Iy C>
* Iy + o
fIEz v
Viy 04 0, ouT

Figure 4.6 Simple current mirror with
beta helper.

.“.._1

Br. To reduce this source of error, an additional transistor can be added, as shown in
Fig. 4.6. If Q; and Q5 are identical, the emitter current of transistor Q; is

= - 4.24)
where Ig, Ic, and Ip are defined as positive when flowing into the transistor, and where
we have neglected the effects of finite output resistance. The base current of transistor 0o
is equal to o

Igs 2 o

Iy = — = 1
2T B+l BB D O “25)
Finally, KCL at the collector of Qy gives
2 :
In—Iey~ ———Ic1 =0 .
W~ le = g Tyla , (4.26)
Since I¢; and I3 are equal when Q) and Qs are identical,
In 2 ' ,
Iour = Igs = ————5—— =1 (l -——— 4.27
2 N BB T D @20
Br(Br + 1)

Equation 4.27 shows that the systematic gain error from finite 8¢ has been reduced by a
factor of [BF + 11, which is the current gain of emitter follower 0,. As aresult, O, is often
referred to as a beta helper.

Although the beta helper has little effect on the output resistance and the minimum
output voltage of the current mirror, it increases the input voltage by the base-emitter
voltage of 05: :

Vin = Vaeien) + VBE2(om) (4.28)

If multiple emitter followers are cascaded to further reduce the gain error arising from finite
Br, Vin increases by an extra base-emitter voltage for each additional emitter follower,
posing one limit to the use of cascaded emitter followers.

Current mirrors often use a beta helper when they are constructed with pnp transistors
becguse the value of B for pnp transistors is usually less than for npn transistors. Another
application of the beta-helper configuration is in current mirrors with multiple outputs. An
example with two independent outputs is shown in Fig. 4.7. At first, ignore 0, and imagine
that 0, is simply diode connected. Also, let Ry = R3 = Ry = 0 here. (The effects of
nonzero resistances will be considered in Section 4.2.4.) Then the gain from the input to
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Figure 4.7 Simple current mirror

with beta helper, multiple outputs,
'—I—' and emitter degeneration.

4
Ry

each output is primarily determined by the area ratios Is3/Is; and Isa/Is. Becau'se.the bases
of three instead of two transistors are connected together, the total base current is increased
here, which increases the gain error from the input to either output arising from finite B,
Furthermore, the gain errors worsen as the number of independent outputs increases. Since
the beta helper, s, reduces the gain error from the input to each output by a factor of
{Br -+ 11, it is often used in bipolar current mirrors with multiple outputs.

4.2.3.2 MOS o
Since Br — = for an MOS transistor, beta helpers are not used in simple MOS current

mirrors to reduce the systematic gain error. However, a beta-helper configuration can in-
crease the bandwidth of MOS and bipolar current mirrors.

4.2.4 Simple Current Mirror with Degeneration

4.2.4.1 Bipolar .
The performance of the simple bipolar transistor current mirror of Fig. 4.6 can be 1mproved
by the addition of emitter degeneration as shown in Fig. 4.7 for a current mirror VE/lth two
independent outputs. The purpose of the emitter resistors is twofold. First, Appendix A.4.1
shows that the matching between Ity and outputs I3 and Icq can be greatly.improved by
using emitter degeneration. Second, as shown in Section 3.3.8, the use of emitter degener-
ation boosts the output resistance of each output of the current mirror. Transistors QO and
0, combine to present a very low resistance at the bases of Q3 and Q4. Therefore, from
(3.99), the small-signal output resistance seen at the collectors of O3 and Q4 is

R, = ro(l + guRE) 4.29)
if r,y = Rg. Taking Qs as an example and using gm3 = Ica/Vr, we find
IcsR \
Ro = ros (1 4 fes 3) 430
Vr

This increase in the output resistance for a given output current also decreases the compo-
nent of systematic gain error that stems from finite output resistance by the same factor
From (4.9) and (4.30) with infinite Br,

_ Vera = Vem : .31
Ic3Rs
Va (1 + Vi )
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The quantity /-3 Rs is just the dc voltage drop across Rz. If this quantity is 260 mV, for
example, then R, is about 10r, at room temperature, and € is reduced by a factor of about
eleven. Unfortunately, this improvement in R, is limited by corresponding incrcases in
the input and minimum output voltages of the mirror:

Vv = Vagien) + VBE2on) + INR1 (4.32)
and
Voutminy = Vcessay + Ic3Rs (4.33)

The emitter areas of Q1, (3, and Q4 may be matched or ratioed. For example, if we
want Ioyr1 = I and Ioyrs = 21N, we would make Q5 identical to (1, and Q4 consist
of two copies of Q connected in parallel so that Ig4 = 2Is;. In addition, we could make
R; = Ry, and R4 consist of two copies of R; connected in parallel so that Ry = R;/2.
Note that all the dc voltage drops across Ry, R3, and R4 would then be equal. Using KVL
around the loop including Q; and Q4 and neglecting base currents, we find

I I
IetRy + Veln =L = IeqRy + Voln =2 (4.34)
Is; Isq
from which
1 In I
Iout2 = Ics = - (I]NRI +Vrln 2N -Si> (4.35)
Ry Icq Isy
Since Is; = 25, the solution to (4.35) is
Ry
Tour = “LIn = 2Iy (4.36)
Ry

because the last term in (4.35) goes to zero. If we make the voltage drops IvR| and [¢c4 Ry
much greater than Vr, the current-mirror gain to the Q4 output is determined primarily by
the resistor ratio R4/Rj, and only to a secondary extent by the emitter area ratio, because
the natural log term in (4.35) varies slowly with its argument.

4.24.2 MOS

Source degeneration is rarely used in MOS current mirrors because, in effect, MOS tran-
sistors are inherently controlled resistors. Thus, matching in MOS current mirrors is im-
proved simply by increasing the gate areas of the transistors.>** Furthermore, the output
resistance can be increased by increasing the channel length. To increase the output re-
sistance while keeping the current and Vg — V; constant, the W/L ratio must be held
constant. Therefore, the channel width must be increased as much as the length, and the
price paid for the improved output resistance is that increased chip area is consumed by
the current mirror.

425 Cascode Current Mirror

4.2.5.1 Bipolar

Section 3.4.2 shows that the cascode connection achieves a very high output resistance.
Since this is a desirable characteristic for a current mirror, exploring the use of cascodes
for high-performance current mirrors is natural. A bipolar-transistor current mirror based
on the cascode connection is shown in Fig. 4.8. Transistors 03 and Q; form a simple

current mirror, and emitter resistances can be added to improve the matching. Transistor
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Vin Ies ‘

Figure 4.8 Cascode current mirror
with bipolar transistors.

O, acts as the common-base part of the cascode and transfers the collector current of Oy
to the output while presenting a high output resistance. Transistor U4 acts asa dlqde leYeI
shifter and biases the base of 0, so that ) operates in the forward-active region with
Veer = Vegs = Vagsen- If we assume that the small-signal resistances of diodes Qs and
Q4 are small, a direct application of (3.98) with Rg = r, concludes that

Em2tol
Em2Tol

Bo

because gnafol = &miro1 > Po. This calculation assumes that almost all of the srpall-
signal current that flows into the collector of @5 flows out its base because the sma1.1A51gnal
resistance connected to the emitter of O is much greater than that connected o its base.
A key problem with this calculation, however, is that it ignores the effegt of the simple
current mirror formed by Qs and Q. Let ij; and i, represent increases in the ban: and
emitter currents flowing out of Q; caused by increasing output voltage. Then the §1mple
mirror forces i.p = ip. As a result, the variation in the collector current of QZ. splits mt_o
two equal parts and half flows in r,,. A small-signal analysis shows that R, in (4.37)1s
reduced by half to

Ry, =rpl 1+ = Boroz (4.37)

R, = Poe (4.38)
2
Thus, the cascode configuration boosts the output resistance by approximately So/2. For
Bo = 100, V4 = 130V, and I, = 1 mA,

R, = BoVa _ 100(130) = 6.5 MQ 4.39

In this calculation of output resistance, we have neglected the effects of r,,. Although
this assumption is easy to justify in the case of the simple current mirror, it must be re-
examined here because the output resistance is so high. The collector-base resistance Iy
results from modulation of the base-recombination current as a consequence of the Egrb’
effect, as described in Chapter 1. For a transistor whose base current is composed entirely
of base-recombination current, the percentage change in base current when Vg is changed
at a constant Vg would equal that of the collector current, and r,, would be equal to Boro-
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In this case, the effect of r,, would be to reduce the output resistance of the cascode current
mirror given in (4.38) by a factor of 1.5.

In actual integrated-circuit npn transistors, however, only a small percentage of the
base current results from recombination in the base. Since only this component is modu-
lated by the Early effect, the observed values of r, are a factor of 10 or more larger than
Boro. Therefore, r,, has a negligible effect here with npn transistors. On the other hand,
for lateral pnp transistors, the feedback resistance r,, is much smaller than for npn transis-
tors because most of the base current results from base-region recombination. The actual
value of this resistance depends on a number of process and device-geometry variables,
but observed values range from 2 to 5 times Bgr,. Therefore, for a cascode current mir-
ror constructed with lateral pnp transistors, the effect of r,, on the output resistance can
be significant. Furthermore, when considering current mirrors that give output resistances
higher than Bgr,, the effects of r, must be considered.

In the cascode current mirror, the base of 0 is connected to a low-resistance point
because Qs is diode connected. As a result, feedback from 7, is greatly attenuated and
has negligible effect on the output resistance. On the other hand, if the resistance from
the base of @ to ground is increased while all other parameters are held constant, local
feedback from r,, significantly affects the base-emitter voltage of Q1 and reduces the
output resistance. In the limit where the resistance from the base of Q1 to ground be-
comes infinite, Q1 acts as if it were diode connected. Local feedback is considered in
Chapter 8.

The input voltage of the cascode current mirror is

Vin = Vg3 + Vaes = 2Vpg(on) (4.40)

Although Vi is higher here than in (4.10) for a simple current mirror, the increase becomes
a limitation only if the power-supply voltage is reduced to nearly two diode drops.

The minimum output voltage for which the output resistance is given by (4.38) must
allow both Q7 and Q; to be biased in the forward-active region. Since Vg, = Vs =
VBE(on)s

Vourminy = Vel + Veeasan = VBEen) + VeEsan 4.41)

Comparing (4.41) and (4.11) shows that the minimum output voltage for a cascode current
mirror is higher than for a simple current mirror by a diode drop. This increase poses an

_important limitation on the minimum supply voltage when the current mirror is used as an

active load for an amplifier.

Since Vg = Vegs, Iy = Ic3, and the systematic gain error arising from finite tran-
sistor output resistance is almost zero. A key limitation of the cascode current mirror,
however, is that the systematic gain error arising from finite 3 is worse than for a simple
current mirror. From KCL at the collector of Qs,

gy = Ies + 22 (4.42)
Br
From KCL at the collector of Q4,
Iy = ~Igs + {Q (4.43)
Br
The collector current of Q, is
Br
= 1, .
Ics Br 1063 : 4.44)
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Substituting (4.42) and (4.44) into (4.43) gives

_ 21 c3 I C3 : g JIOUT

Iy = Ics + Br + ———BF 1 (4.45) % In

Rearranging (4.45) to find I3 and substituting back into (4.44) gives : ¥ ——
| P —

I
Iour = Ic2 = (—P‘F— ~———2—£1— (4.46) -
Brtl\ 1y 26— v - v,
IN ouT
. Br  Brt] M :] | I:M
: 1
Equation 4.46 can be rearranged to give
4ﬁp +2 _
Ioyr = Im|} = ——7— 4.47 -
° ( B+ ar+ 2) : T
Equation 4.47 shows that the systematic gain error is . (a)
ouT
4Br +2
e=——Brtl (4.49)
Br® + 43}: +2
L Voutmin)
When Br >> 1, (4.48) simplifies to ‘
4 —
= — 4.49 Vot | A
Br 4 (4.49) ;
In contrast, the systematic gain error stemming from finite BF in a simple current mirror v !
with identical transistors is about —2/BF, which is less in magnitude than (4.49) predicts ) ' Vour
for a cascode current mirror if B > 4. This limitation of a cascode current mirror is over- . \ M, active, My in triode region
come by the Wilson current mirror described in Section 4.2.6. Both M, and M, in riode region
1 2

()

4.2.5.2 MOS
Figure 4.9 (a) Cascode current mirror using MOS transistors. (b) I-V characteristic.

The cascode current mirror is widely used in MOS technology, where it does not suffer
from finite B effects. Figure 4.9 shows the simplest form. From (3.107), the small-signal v
DD

L output resistance is ?_ L
; out

R, = roll + (gm2 + gmp2)Tor] + Yo1 (4.50) >1,N
As shown in the previous section, the bipolar cascode current mirror cannot realize an . 4
output resistance larger than Bor,/2 because By is finite and nonzero small-signal base I
current flows in the cascode transistor. In contrast, the MOS cascode is capable of realiz- ) Mq :l l: M
ing arbitrarily high output resistance by increasing the number of stacked cascode devices |
because By — « for MOS transistors. However, the MOS substrate leakage current de- |
scribed in Section 1.9 can create a resistive shunt to ground from the output node, which : Ms :1 ‘: M,

can dominate the output resistance for Vour > VouTmin-> |
s I

= EXAMPLE

Find the output resistance of the double-cascode current mirror shown in Fig. 4.10. Assume
all the transistors operate in the active region with Ip = 10 pA, V, = 50V, and gmlo =
50. Neglect body effect.
The output resistance of each transistor is
Va 50V

rDZYE:I_OTK:SMQ

figure 4.10 Example of a double-cascode current mirror.
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From (4.50). looking into the drain of Ma:

Rz = rop(l + gmaror) + 701 4.51)
Similarly, looking into the drain of Ms:

R, = rosll + gmRo2) + Ro2 (4.52)
Each cascode stage increases the output resistance by a factor of about (1 + gur,).

Therefore,
R, = ro(l + gmro)® = 5(51)* MQ = 13 G (4.53)

With such a large output resistance, other parasitic leakage paths, such as the substrate
Jeakage path, could be comparable to this resistance in practice.
From KVL in Fig. 4.9,

Vpsi = Vess + Vasa — Vas2 (4.54)
Since Vpgz = Vgsas (454) shows that Vpsp = Vps3 when Vgsy = Vgsa- Under this con-
dition, the systematic gain error of the cascode current mirror is zero because M, and
M; are identically biased, and because 8f — = for MOS transistors. In practice, Vgsy
is not exactly equal to Vg4 even with perfect matching unless Vour = Vin because of
channel-length modulation. As a resuit, Vpgs; = Vps3 and

e=0 (4.55)

The input voltage of the MOS cascode current mirror in Fig. 4.9 is

Vin = Viss + Vosa (4.56)
Vig + Vous + Vg + Vous

ll

The input voltage here includes two gate-source drops, each composed of threshold and
overdrive components. Ignoring the body effectand assuming the transistors all have equal
overdrives,

Vin = 2V, + 2V, (4.57)

Also, adding extra cascode levels increases the input voltage by another threshold and
another overdrive component for each additional cascode. Furthermore, the body effect
increases the threshold of all transistors with Vgp > 0. Together, these facts increase the
difficulty of designing the input current source for low power-supply voltages.

When M; and M, both operate in the active region, Vps1 = Vpss = Vass. For M,
to operate in the active region, Vps2 > Voo is required. Therefore, the minimum output
voltage for which M, and M, operate in the active region is

Voutmim = Vosi + Vo2 (4.58)
=Vgsz + Vor = Vi+ Vaa + \

If the transistors all have equal overdrives,
Voutmin = Vi + 2V (4.59)

On the other hand. M- operates in the triode region if Vour < VouTiminy, and both M1 and
M5 operate in the triode region if Voyr < V1. These results are shown graphically in
Fig. 4.9b. :

Although the overdrive term in (4.59) can be made small by using large values of W
for a given current, the threshold term represents a significant loss of voltage swing when
the current mirror is used as an active load in an amplifier. The threshold term in (4.59)
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Figure 4.11 (@) MOS cascode current mirror with improved biasing for maximum voltage swing.
(b) Practical implementation. (c) I-V characteristic.

stems from the biasing of the drain-source voltage of M, so that
Vpsi = Vin — Ves2 (4.60)

Ignoring the body effect and assuming that M;-Mj all operate in the active region with
equal overdrives,

Vps1 = Vi+ Vo (4.61)

The'refore, the drain-source voltage of M is a threshold larger than necessary to operate
My in the active region. To reduce Vs, the voltage from the gate of M; to ground can be
level shifted down by a threshold as shown in Fig. 4.11a. In practice, a source follower is
used to implement the level shift, as shown in Fig. 4.115.° Transistor Ms acts as the source
follower and is biased by the output of the simple current mirror M3 and M. Because the
gate-source voltage of Ms is greater than its threshold by the overdrive, however, the drain-
source voltage of M, would be zero with equal thresholds and overdrives on all transistors.
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To bias M at the boundary between the active and triode regions,
Vps1 = Vo (4.62)

is required. Therefore, the overdrive on My is doubled by reducing its W/L by a factor of
four to satisfy (4.62). As a result, the threshold term in (4.59) is eliminated and

VouT(min) = 2Vov (4.63)

Because the minimum output voltage does not contain a threshold component, the range
of output voltages for which M; and M, both operate in the active region is significantly
improved. Therefore, the current mirror in Fig. 4.11 places much less restriction on the
range of output voltages that can be achieved in an amplifier using this current mirror as
an active load than the mirror in Fig. 4.9. For this reason, the mirror in Fig. 4.11 iscalleda
high-swing cascode current mirror. This type of level shifting to reduce VouT(miny Can also
be applied to bipolar circuits.

The output resistance of the high-swing cascode current mirror is the same as in (4.50)
when both M; and M, operate in the active region. However, the input voltage and the
systematic gain error are worsened compared to the cascode current mirror without level
shift. The input voltage is still given by (4.56), but the overdrive component of the gate-
source voltage of M4 has increased by a factor of two because its W/L has been reduced
by a factor of four. Therefore,

Vin = 2V, + 3V, (4.64)

Since M3 and M, form a simple current mirror with unequal drain-source voltages, the
systematic gain error is

e = Vpsi— Vosy _ Vo = Vit Vo) _ _ Vi
Va Va Va

The negative sign in (4.65) shows that oyt < JiN. For example, if v = 100 pA, V, =1
V, and V4 = 10V, € = —0.1, which means that oyt = 90 pA.

In practice, (W/L)s < (1/4)W/L) is usually selected for two reasons. First, MOS
transistors display an indistinct transition from the triode to active regions. Therefore, in-
creasing the drain-source voltage of M, by a few hundred millivolts above Vo is usually
required to realize the incremental output resistance predicted by (4.50). Second, although
the body effect was not considered in this analysis, it tends to reduce the drain-source volt-
age on M), which is determined by the following KVL loop

Vps1 = Vgsz + Vgsa — Vgss — Vas2 {4.66)

(4.65)

Each of the gate-source voltage terms in (4.66) contains a threshold compenent. Since the
source-body voltage of M5 is higher than that of My, V5 > Vi, Also, V5 > Vi3 because
the source-body voltage of M, is higher than that of M3. Simulations with high-accuracy
models are usually required to find the optimum (W/L);.

One drawback of the current mirror in Fig. 4.11 is that the input current is mirrored to
anew branch to do the level shift. Combining the input branches eliminates the possibility
of mismatch between the two branch currents and may reduce the power dissipation. In
a single combined input branch, some element must provide a voltage drop equal to the
desired difference between the gate voltages of M; and M,. To bias M, at the edge of
the active tegion, the required voltages from the gates M; and M» to ground are V; + Vov
and V, + 2V,,, respectively. Thereforc, the desired difference in the gate voltages is Vor-
This voltage difference can be developed across the drain to the source of a transistor

deliberately operated in the triode region, as shown in Fig. 4.12a.

7 Since M, is diode

connected, it operates in the active region as long as the input current and threshold are

4.2 Current Mirrors

Figure 4.12 (a) Circuit that forces Ms to operate in the triode region. (b) Sooch cascode current
mirror using the circuit in (a).

positive. However, since the gate-source voltage of M is equal to the gate-drain voltage of
Ms, a channel exists at the drain of M5 when it exists at the source of Ms. In other words,
Mg forces Ms to operate in the triode region.

To use the circuit in Fig. 4.12a in a current mirror, we would like to choose the aspect
ratios of the transistors so that the drain-source voltage of Ms is V,,. Since Mg operates in
the active region,

k(W
Iy = 7(Z>6<VGSG -V (4.67)
Since Ms operates in the triode region,
k(W
v = |+ <2(VGSS — Vi)Vpss — (VDSS)Z) (4.68)
2\ L
The goal is to set
Vpss = Vo (4.69)
when
Vess = Vi+ Voy (4.70)
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From (4.69) and (4.70),

Viss = Vass + Voss = Vi + 2Voy @D
Substituting (4.68) - (4.71) into (4.67) gives
k(W , k(W ) '
== = == Vor)Vor = (Vo 4.72
2(L)6<vw> 2(L | (20Va)Ve =€ ?) 472

Equation 4.72 can be simplified to

£)- 4
L) 3\LJ

The circuit of Fig. 4. 12a is used in the current mirror of Fig. 4.12b,7 which is called the
Sooch cascode current mirror after its inventor. At first, ignore transistor My and assume
“that M, is simply diode connected. The difference between the voltages to ground from
the gates of M| and M, is set by the drain-source voltage of Ms. By choosing equal aspect
ratios for all devices except Ms, whose aspect ratio is given by (4.73), the drain-source
voltage of Ms is V., and M} is biased at the edge of the active region. The output resistance,
minimum output voltage, input voltage, and systematic gain error are the same as in (4.50),

(4.63), (4.64), and (4.65) respectively.

Now we will consider the effect of transistor M. The purpose of M, is to set the drain-
source voltage of M3 equal to that of M. Without My, these drain-source voltages differ
by a threshold, causing nonzero systematic gain error. With Ma,

Vpss = Vo2 — Vosa (4.74)
where ‘
Vg2 = Vass + Vbss (4.75)
Ignoring channel-length modulation,
Vor = (Vi+ Vo) + Vo = Vi +2V0 (4.76)
Ignoring the body effect and assuming that M4 operates in the active region,
Vosa = Vi + Vo @.77)
Then substituting (4.76) and (4.77) into (4.74) gives
Voss = Vo (4.78)

If M, also operates in the active region under these conditions, Vpss = Vps;. Asa result,
the systematic gain error is
e =0 4.79)

Therefore, the purpose of My is to equalize the drain-source voltages of M3 and M) ©

reduce the systematic gain error.
For M4 to operate in the active region, Vpss > Vo 18 required. Since

Vpsa = Vesz — Vpss = (Vi + Vo) = Voo = Vi (4.80)

Equation 4.80 shows that M operates in the active region if V, > V. Although this con-
dition is usually satisfied, a low threshold and/or high overdrive may cause My to operaie
in the triode region, If this happens, the gate-source voltage of M, depends strongly on its
drain-source voltage, increasing the systematic gain error. Since increasing temperature

causes the threshold to decrease, but the overdrive to increase, checking the region 0
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operation of My in simulation at the maximum expected operating temperature is important
in practice.

The main limitation of the high-swing cascode current mirrors just presented, is that
the input voltage is large. In Fig. 4.11, the input voltage is the sum of the gate-source
voltages of M3 and M, and is given by (4.64) ignoring body effect. In Fig. 4.12, the input
voltage is

Vv = Vgsy + Vpss + Viss
=V, + Vo + Voo + Vit Vo .
2V, + 3V, e 4.81)

il

Equation 4.81 shows that the input voltage of the high-swing cascode current mirror in
Fig. 4.12 is the same as in (4.64) for Fig. 4.11. The large input voltages may limit the min-
imum power-supply voltage because a transistor-level implementation of the input current
source requires some nonzero drop for proper operation. With threshold voltages of about
1V, the cascode current mirrors in Figs. 4.11 and 4.12 can operate propetly for power-
supply voltages greater than about 3 V. Below about 2 V, however, reduced thresholds or a
new configuration is required. Reducing the magnitude of the threshold for all transistors
increases the difficulty in turning off transistors that are used as switches. This problem
can be overcome by using low-threshold devices in the current mirror and high-threshold
devices as switches, but this solution increases process complexity and cost. Therefore,
circuit techniques to reduce the input voltage are important to minimize cost.

To reduce the input voltage, the input branch can be split into two branches, as shown
in Fig. 4.13. If M, and M, are biased in the active region, the output resistance is still
given by (4.50). Also, the minimum output voltage for which (4.50) applies is still given
by (4.63). Furthermore, if M4 operates in the active region, the drain-source voltage of M3
is equal to that of M, and the systematic gain error is still zero as in (4.79).

Since the mirror in Fig. 4.13 has two input branches, an input voltage can be calculated
for each:

Vi = Vpss + Vass = Vi + 2V S 48
Ve = Vasz = Vi + Vo . (4.83)

Both Vin; and Vi are less than the input voltage given in (4.64) for Fig. 4.12b by more
than a threshold, allowing the input current sources to operate properly with power-supply
voltages greater than about 2 V, assuming thresholds of about 1 V.

VDD
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Figure 4.13 MOS high-swing current mirror with two input branches.
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Finally, in Fig. 4.13, the drain-source voltage of Ms is only used to bias the source
of Mg. Therefore, Ms and M; can be collapsed into one diode-connected transistor whose
source is grounded. Call this replacement transistor M. The aspect ratio of M7 should be
a factor of four smaller than the aspect ratios of M,-M, to maintain the bias conditions as
in Fig. 4.13. In practice, the aspect ratio of M7 is further reduced to bias M, past the edge
of the active region and to overcome a mismatch in the thresholds of M7 and M, caused

by body effect.

4.2.6 Wilson Current Mirror

4.2.6.1 Bipolar

The main limitation of the bipolar cascode current mitror is that the systematic gain error
stemming from finite Br was large, as given in (4.49). To overcome this limitation, the
Wilson current mirror can be used as shown in Fig. 4.14a.® This circuit uses negative
feedback through Q, activating Qs to reduce the base-current exror and raise the output
resistance. (See Chapter 8.) ) '

“~~“From a qualitative standpoint, the difference between the input current and /¢3 flows
into the base of Q». This base current is multiptied by (Br + 1) and flows in the diode-
connected transistor Qq, which causes current of the same magnitude to flow in 03 A
feedback path is thus formed that regulates /¢ so thatitis nearly equal to the input current,
reducing the systematic gain etror caused by finite Br. Similarly, when the output voltage
increases, the collector current of 0, also increases, in turn increasing the collector current
of 0;. As a result, the collector current of Q3 increases, which reduces the base current
of Q,. The decrease in the base current of O, caused by negative feedback reduces the
original change in the collector current of 0, and increases the output resistance.

To find the output resistance of the Wilson current mirror when all transistors operate
in the active region, we will analyze the small-signal model shown in Fig. 4.14b, in which
a test current source i, is applied at the output. Transistors Q1 and Q3 form a simple cur-
rent mirror. Since Q is diode connected, the small-signal resistance from the base of Qi
to ground is (1/ g7t |73ll7or. Assume that an unknown current iy flows in this resis-
tance. When gu1Fmp1 = 1, §m ey = 1, and gmi7o1 > 1, this resistance is approximately
equal to 1/gm1. Transistor Q3 could be modeled as a voltage-controlled current source of
value gm3Vy3 in parallel with ro3. Since Va3 = Va1 = il/&mis the voltage-controlled cur-
rent source in the model for Q3 can be replaced by a current-controlled current source of
value (gm3/gm)(1) = 1(i1), as shown in Fig. 4,14b. This model represents the behavior
of the simple current mirror directly: The input current iy is mirrored to the output by the
current-controlled current source.

<
8m2Vn2 =To2
ﬁ

Vi

Figure 4.14 (a) Bipolar Wilson current mirror. (b) Small-signal model.
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Using this model, the resulting voltage v, is
v, = l_l ]
= + (it — gmaVm2)T o2 (4.84)

To find the relationship between i) and v i
5, note that the volt ]
and use KCL at node Q) in Fig. 4.14b tg show that voltage acros ros 1o (1/gm + v)

Y72+ aﬂ)ﬂ =0
P 1 s (4.85)
Rearranging (4.85) gives
1+ !
- Emilo3
Va2 1772 ———+ T2 (4.86)
T3

To find the relationship between i, and i;, use KCL at node Din Fig. 4.14b to show that

L. Vm
L =14 ; (487)
Substituting (4.86) into (4.87) and rearranging gives
. ir
h=—F—73 7 (4.88)
1+
1+ gm1r23
1+ -2
Fo3
Substituting (4.88) into (4.86) and rearranging gives
1+ !
Ve = —ifr Emito3
e D (4.89)
' Yo3 8mi¥o3
Substituting (4.88) and (4.89) into (4.84) and rearranging gives
2 = v 1 gm2r7r2r02<1 + g 1]‘ )
0= 7 : +re + — {2 (4.90)
1+ 24+ =4 —
gmi |1+ __&nrm& To3  8miTo3
1+ 22
703

If r,3 — o, the small-signal i i
(450 recdacs 1 gnal current that flows in the collector of Q3 is equal to i; and

gmatmator _ Boro2

+
To2 + 3 (4.91)

* gm@) 2

This result is the same as (4.38) for the ca i
) . . scode current mirror. In the cascode current
mn the small-mgnal current that flows in the base of Q; is mirrored through Qs to Qn
at the small-signal base and emitter currents leaving @, are approximately equall.

e . . :
n the other hand, in the Wilson current mirror, the small-signal current that flows in the
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emitter of Q> is mirrored through @; to Q3 and then flows in the base of Oa. Ahhough
the cause and effect relationship here is opposite of that in a cascod; current mirror, .the
output resistance is unchanged because the small-signal base and emitter currents leaving

, are still forced to be equal. Therefore, the small-signal collector current Qf 0, that ﬂqwg
because of changes in the output voltage still splits into two equal parts with half flowing

nrgs. o ‘
For the purpose of dc analysis. we assume that V4 — = and that the transistors are

identical. Then the input voltage is
Vin = Vegs = Veer + Vagz = 2Vaewn (4.92)

which is the same as in (4.40) for a cascode current mirror. Also, the minimum output
voltage for which both transistors in the output branch operate in the forward-active
region is

Voutumm = Veer + Vegusa = Vaeom + Verasa {4.93)

The result in (4.93) is the same as in (4.41) for a cascode current mirror.
To find the systematic gain error, start with KCL at the collector of @y to show that

~lgy = Loy +py + gy = I (1 + é)Jr %Fi (4.94)
Since we assumed that the transistors are identical and V4 — =,
ley = ey (4.95)
Substituting (4.95) into (4.94) gives
~Igy = Iy (1 + é) (496)

Using (4.96), the collector current of ¢ is then

2 B
I = =g (1‘%) = Iy (l + E)(l +FBF) 4.97)

Rearranging (4.97) we obtain

1

fey = Iz _‘—7‘_’—611— (4.98)
T+ =
( Br )(1 + BF)
From KCL at the base of 0>,
I
Ioy = Iy — =2 4.99)
F
Inserting (4.98) and (4.99) into (4.95), we find that
2 I
- - . - N (4.100)
IOUT—1C2~11N(I B%+25F+2) i 3
By (Br +2)

In the configuration shown in Fig. 4.14a, the systematic gain error arisir}g from ﬁm‘:
output resistance is not zero because (s and Q, operate with collector-einittet voltag
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that differ by the base-emitter voltage of Q.. With finite V4 and finite S8r.

2 Veer = Vees
{ =In[l - 5l + —————
ouT IN( BF+2BF+2>< Va

2 >
—~ [[N 1~ . = 1 - va:-
Br +2Br +2 Va

Therefore. the systematic gain error is

2 Vaez
B e e 4.102
‘ (B% +2Br+2 Vv, ) (3102)

Comparing (4.102) to (4.49) shows two key points. First, the systematic gain error arising
from finite Br in a Wilson current mirror is much less than in a cascode current mir-
ror. Second, the systematic gain error arising from finite output resistance is worse in the
Wilson current mirror shown in Fig. 4.14a than in the cascode current mirror shown in
Fig. 4.9. However, this limitation is not fundamental because it can be overcome by intro-
ducing a new diode-connected transistor between the collector of Qs and the base of 0 to
equalize the collector-emitter voltages of O3 and Q.

(4.1015'

4.2.6.2 MOS

Wilson current mirrors are also used in MOS technology, as shown in Fig. 4.15. Ignoring
My, the circuit operation is essentially identical to the bipolar case with 8 — . One way
to calculate the output resistance is to let r,» — = in (4,90), which gives

1
Ry = — +r1n +gn12r02<1 +

ml

>}’03 = (1 + g1712r03)r1;2 (4< 103)
Emitn3

Since the calculation in (4.103) is based on the small-signal model for the bipolar Wilson
current mirror in Fig. 4.14b, it ignores the body effect in transistor M,. Repeating the
analysis with a body-effect generator in parallel with r,; gives i

Ro = (2 + gmlro.?)roE (4 104)

The body effect on M; has little effect on (4.104) because M, is diode connected and
therefore the voltage from the source of M, to ground is almost constant.

v[)D
"our =1
DI .

+ L_——'_‘.

o A,
Vin Vour

o J——L

Figure 4.15 Improved MOS Wil-

- _ son current mirror with an addi-

_L tional device such that the drain
= voltages of M and M arc cqual.
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Although B — o for MOS transistors, the systematic gain error is not zero without
M, because the drain-source voltage of M differs from that of M, by the gate-source
voltage of M. Therefore, without Mj.
¢ = Vpst —Vos3 _ _ Vés: (4.105)
Va Va
Transistor M; is inserted in series with M3 to equalize the drain-source voltages of M3 and
M; so that

€=0 (4.106)

With M, the output resistance is still given by (4. 104) if all trgqsistors operate in the
active region. Also, insertion of M4 does not change either the minimum output voltage
for which (4.104) applies or the input voltage. Ignoring body effect and assuming equal
overdrives on all transistors, the minimum-output voltage is

Voutminy = Ves1 + Vaz = Vi + 2V (4.107)

Under the same conditions, the input voltage is

Vin = Vs + Vgs2 = 2V, + 2V (4.108)

4.3 Active Loads

4.3.1 Motivation

In differential amplifiers of the type described in Chapter 3, resistor_s are used as the loa.d
elements. For example, consider the differential amplifier shown in Fig. 3.45. For this
circuit, the differential-mode (dm) voltage gain is

Agm = _ngC (4109)

Large gain is often desirable because it allows negative feedback to malfe th.e gain with
feedback insensitive to variations in the parameters that determine the gain without fejed-
back. This topic is covered in Chapter 8. In Chapter 9, we will show.that the requlr.ed
gain should be obtained in as few stages as possible to minimize potential problems with
instability. Therefore, maximizing the gain of each stage is important.

Multiplying the numerator and denominator of (4.109) by I gives

- MR (4.110)
Adm = ] /gm
With bipolar transistors, let { represent the collector current /¢ of each transistor in the
differential pair. From (1.91), (4.110) can be rewritten as

Agy = —1cKe @111
m VT
To achieve large voltage gain, (4.111) shows that the I¢R¢ product must be made 1mge,
which in turn requires a large power-supply voltage. Furthermore, la.rge values of reSIthS-
tance are required when low current is used to limit the power dissipation. As a result, the
required die area for the resistors can be large. he
A similar situation occurs in MOS amplifiers with resistive loads. .Le_t I represent

drain current /p, of each transistor in the differential pair, and let the resistive loads be Rp-
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From (1.157) and (1.180), (4.110) can be rewritten as

_ IpRp _ _2IpRp
(VGS - VI)/Z ng

Equation 4.112 shows that the IpRp product must be increased to increase the gain with
constant overdrive. As a result, a large power supply is usually required for large gain, and
large resistance is usually required to limit power dissipation. Also, since the overdrive is
usually much larger than the thermal voltage, comparing (4.111) and (4.112) shows that the
gain of an MOS differential pair is usually much less than the gain of its bipolar counterpart
with equal resistive drops. This result stems from the observation that bipolar transistors
provide much more transconductance for a given current than MOS transistors provide.

If the power-supply voltage is only slightly larger than the drop on the resistors, the
range of common-mode input voltages for which the input transistors would operate in
the active region would be severely restricted in both bipolar and MOS amplifiers. To
overcome this problem and provide large gain without large power-supply voltages or
resistances, the r, of a transistor can be used as a load element.” Since the load element
in such a circuit is a transistor instead of a resistor, the load element is said to be active
instead of passive.

Adm = (4.112)

4.3.2 Common-Emitter/Common-Source Amplifier
with Complementary Load

" A common-emitter amplifier with pnp current-mirror load is shown in Fig. 4.16a. The

common-source counterpart with a p-channel MOS current-mirror load is shown in
Fig. 4.16b. In both cases, there are two output variables: the output voltage, Vou, and the
output current, Joy;. The relationship between these variables is governed by both the input
transistor and the load transistor. From the standpoint of the input transistor 7',

Iow = It o Lo = In (4.113)
and
Vo = Veer 0F Vour = Vun (4.114)

Equations (4.113) and (4.114) show that the output I-V characteristics of T} can be used
directly in the analysis of the relationship between the output variables. Since the in-
put voltage is the base-emitter voltage of T, in Fig. 4.16a and the gate-source voltage
of T\ in Fig. 4.16b, the input voltage is the parameter that determines the particular curve

Ingr

Figure 4.16 (a) Common-emitter amplifier with active load. (b) Common-source amplifier with
active load.
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linear until point Q) is reached. Here the load enters the active region and a small further
increase in V; moves the operating point through point 3) to point (@), where the input

© transistor saturates in the bipolar case or enters the linear region in the MOS case. The

Lo dgt

Vee2 OF Vi

the amplifier depends on the input voltage, the amplifier is nonlinear in general, causing
distortion to appear in the amplifier output. For low V,, the output is high and the gain is

v “Rer

i

=V, V2 O Vi . . . . o™ |
Vi=Vj held constant , low because the load transistor does not operate in the active region. Similarly, for large

c:

207 Lz i» the output is low and the gain is low because the input transistor does not operate in

the active region. To minimize distortion while providing gain, the amplifier should be
operated in the intermediate region of V;, where all transistors operate in the active re-
gion. The range of outputs for which all transistors operate in the active region should be
maximized to use the power-supply voltage to the maximum extent. The active loads in
Fig. 4.16 maintain high incremental output resistance as long as the drop across the load is
more than Voyrypy of the current mirror, which is [VcExsan) in the bipolar case and [Vl

Veer:Vast %)

o v
out
lt=1pp

Vee=Vegsan
V. or Vpp

The gain at any output voltage can be found by finding the slope in Fig. 4.17d. In gen-
eral, this procedure requires writing equations for the various curves in all of Fig. 4.17.

Vo

Vi=Vy

¥ ‘@*’ Vour= Vet

= Voo Voo Vour= Vi

{ I © ()
Figure 4.17 (a) I-V characteristics of the input transistor. (b) I-V characteristic of the active load. are often so complicated that the effects of the key parameters are difficult to understand,
(c) I-V characteristics with load characteristic superimposed. (d) de transfer characteristic of increasing the difficulty of designing with these results. Since we are ultimately interested
common-emitter or common-source amplifier with current-mirror load. in being able to analyze and design circuits with a large number of transistors, we will con-

centrate on the small-signal analysis, which is much simpler to carry out and interpret than

the large-signal analysis. Unfortunately, the small-signal analysis provides no information

about nonlinearity because it assumes that all transistor parameters are constant,

The primary characteristics of interest in the small-signal analysis here are the volt-
age gain and output resistance when both devices operate in the active region. The small-
signal equivalent circuit is shown in Fig. 4.18. It is drawn for the bipolar case but applies
for the MOS case as well when r,; — o and Tma — @ because By — =, Since Irgr in
I = =l or Iy = —Ip (4.115) Fig. 4.16 is assumed constant, the large-signal base-emitter or gate-source voltage of the
load transistor is constant. Therefore, the small-signal base-emitter or gate-source voltage

Versan
orv,,

in the family of output characteristics under consideration at any point, as shown
in Fig. 4.17a. . .

In contrast, the base-emitter or gate-source voltage of the load transistor T, is fixed
by diode-connected transistor 7. Therefore, only one curve in the fgnlily of output I-V
characteristics needs to be considered for the load transistor, as shown in Fig. 4.175. From
the standpoint of the load transistor,

| and 4116) of the load transistor, V2, 1s zero. As a result, the small-signal voltage-controlled current
‘i Vou = Vee + Ve of Vouw = Vop + Van 4 8m2v2 = 0. To find the output resistance of the amplifier, we set the input to zero. There-
{" Equation 4.115 shows that the output characteristic of the load transistor should be' rm'r— fore, v = 0 and gmivi = 0, and the output resistance is
rored along the horizontal axis to plot in the same quadrant as the output cha‘ractensttll(l:: Ro = ol wn
of the input transistor. Equation 4.116 shows that the load curve should be shifted to ‘ ’ -
right by an amount equal to the power-supply voltage. Equation 4.117 together with (1.112) and ( 1.194) show that the output resistance is in-
We now consider the dc transfer characteristic of the circuits. Initially, assume that versely proportional to the current in both the bipolar and MOS cases,
Vi = 0. Then the input transistor is turned off, and the load is saturated in the.bi'polar casde Since vy = 0, g, 1v; flows in To1llroz and )
i : and linear in the MOS case, corresponding to point () in Fig. 4.17c. As Y,» is 1ncreazeo; A = —gCralr) wiis)
I the input transistor eventually begins to conduct current but the load remains saturate :




-
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'“—l

T2

Figure 4.18 Small-signal equivalent circuit
for common-emitter amplifier with active
=  load.

Substituting (1.91) and (1.112) into (4.118) gives for the bipolar case,

i
Ay = — —VT:—V}_ (4.119)
Va Va
Equation 4.119 shows that the gain is independent of the current in the bipolar case because
the transconductance is proportional to the current while the output resistance is inversely
proportional to the current. Typical values for this voltage gain are in the 1000 to 2000
range. Therefore, the actively loaded bipolar stage provides very high voitage gain.

In contrast, (1.180) shows that the transconductance is proportional to the square root
of the current in the MOS case assuming square-law operation. Therefore, the gain in
{4.118) is inversely proportional to the square root of the current, With channel lengths
less than 1 pm, however, the drain current is almost linearly related to the gate-source
voltage, as shown in (1.224). Therefore, the transconductance is almost constant, and the
gain is inversely proportional to the current with very short channel lengths. Furthermore,
typical values for the voltage gain in the MOS case are between 10 and 100, which is

much less than with bipolar transistors.

4.3.3 Common-Emitter/Common-Source Amplifier with Depletion Load

esses that include
able. A depletion
source when the

Actively loaded gain stages using MOS transistors can be realized in proc
only n-channel or only p-channel transistors if depletion devices are avail
transistor is useful as a load element because it behaves like a current
transistor operates in the active region with the gate shorted to the source.

The I-V characteristic of an n-channel MOS depletion-load transistor is illustrated in
Fig. 4.19. Neglecting body effect, the device exhibits a very high output resistance (equal
to the device r,) as long as the device operates in the active region. When the body effectis
included, the resistance seen across the device drops to approximately 1/gmp- A complete
gain stage is shown in Fig. 4.20 together with its dc transfer characteristic. The small-

signal equivalent model when both transistors operate in the active region is shown in

Vbp

i

(a)

I< +

4.3 Active Loads

With body effect

/ Without body effect

——

Active

Triode

(Vop~1Vipl) Vop

()

Figure 4.19 (a) n-channel depletion-mode load transistor. (b) I-V characteristic.
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Figure 4.?0 ' (a) Common-source amplifier with depletion-mode transistor load. (b) dc transfer
characteristic.
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lFlgurg 4.21 ‘Small-signal equivalent circuit of the common-source amplifier with depletion
oad, including the body effect in the load and the channel-length modulation in the load and the
common-source device.
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Fig. 4.21. From this circuit. we find that the gain is
Vo N l Emt
- = —&ml (7’01\17',,3““—"):— e (4120)
Vi Emhb2 8mh2

For a common-source amplifier with a depletion load. rearranging {(4.120) and using
(1.180) and (1.200) gives

I lowiLy

Va gml
L L 4.1
Vi Enb2 o s Xy (WiLn (-321)
&in2 o
From (1.196) and (1.141).
| e 1 + Vsg/(2
Los 35,0, F Vsgl2d) (4.122)

X i "~ 2geN,

Since y depends on V, = Vss. the incremental voltage gain varies with output voltage,
giving the slope variation shown in the active region of Fig. 4.20b.

Equation 4.120 applies for either a common-cmitter or cOmMMOon-source driver with
a depletion MOS toad. If this circuit is implemented in a p-well CMOS technology, M,
can be built in an isolated well, which can be connected to the source of M>. Since this
connection sets the source-body voltage in the load transistor (o zero, it eluminates the body
effect. Seting gmpr = 0 in (4.120) gives

Vo

- = _gml(rnlnrul) (4123)
1

Although the gain predicted in (4.123) is much higher than in (4.120). this connection

reduces the bandwidth of the amplifier because it adds extra capacitance (from the well of

M- to the substrate of the integrated circuit) to the amplifier output node.

4.3.4 Common-Emitter/Common-Source Amplifier
with Diode-Connected Load

In this section, we examine the common-emitter/source amplifier with diode-connected
load as shown in MOS form in Fig. 4.22. Since the load is diode connected, the load
resistance is no more than the reciprocal of the transconductance of the load. As a result,
the gain of this circuit is low, and it is often used in wideband ampliticrs that require low
2ain.
For input voltages that are less than one threshold voltage, transistor M) is off and
no current flows in the circuit. When the input voltage exceeds a threshold. transistor M1
wurns on, and the circuit provides amplification. Assume that both transistors operate in
the active region. From (1.157). the drain currents of M, and M, are

k(W 5 )
I = 7<f) (Ve = V)’ 4124
< It
and
W 5 <

From KVL in Fig. .22,

(4.126)
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Vion Von
H
L M (Wil);
AN i l
+ +
v
s - v
+o——————-—4, M,
v, =
e _T_ 5
{a) . {8)
v
) P Both transistors in cutoff
\’l)/r ~

Vo= Vi)
_—Both transistors active

v Transistor M, active
Dstact TTTTTTTITOT // Transistor My in triode region

R

Vi
Figure 4.22 {a) Common-source amplifier with enhancement-mode load. () -V characteristic of
load transistor. (¢) Transter characteristic of the ctreuit. !

Solving (4.125) for V> and substituting into (4.126) gives

—

T
V,=Vpp —Va— o — 2
PPN KAWL, @127
Since I, = [;.(4.127) can be rewritien as
Do
\/“:\/DD-V‘1—- ‘J*-l‘ﬁ 4.12
oy KWLy (4.128)
Substituting (4.124) into (4.128y with V,,; = V; gives
o ) {WiLy,
V., = Vpp - / My - v (4129

B v (WiLy

Equation 4.1;9 shows that the slope of the transfer characteristic is the square root of
the aspect ratios, assuming that the thresholds are constant. Since the slope of the transter
chlaractensllc‘?s the gain of the amplifier. the gainis constant and the amplificr is hinear for a
wide range of inputs if the thresholds are constant. This amplifier is uselul in implementing
broadband. low-gain amplificrs with high linearity. i
Equation 4.129 holds when both transistors operate in the aclive region and when
Zhanne]-lgngth modulation and body ¢ffect are negligible, In practice. the rgquircmem that
oth transistors operate in the active region Jeads to an important performance limitation
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=
~8m2Vs2 Toz QD ~8mp2Vs2
b V2=V,
$—-
PR +
+ +
vO
v; Vost Yot CB 8m1Vgst . . . .
& Figure 4.23 Small-signal equivalent circuit for the
_ _ common-source amplifier with enhancement-mode
o— y i —0 Joad, including output resistance and bedy effect in
= the load.

in enhancement-load inverters. The load device remains in the active region only if the
drain-source voltage of the load is at least a threshold voltage. For output voltages more
positive than Vpp — Vi, the load transistor enters the cutoff region and carties no cur-
rent. Therefore, the amplifier is incapable of producing an output more positive than one
threshold voltage below the positive supply. Also, in practice, channel-length modulation
and body effect reduce the gain as shown in the following small-signal analysis.

The small-signal voltage gain can be determined by using the small-signal equivalent
circuit of Fig. 4.23, in which both the body effect and the output resistance of the two
transistors have been included. From KCL at the output node,

%
gmvi + 24 Yo + gm2Vo + Emb2Vo = 0 (4.130)
ol To2

Rearranging (4.130) gives

e _gm(iug—ib—zurom@

(4.131)

_8m !

i 1
g2\ y B2y 1

8m2 Em27 o1 8m2To2

If gma/ gmp2 = 1, gm2ro1 > 1, and gparez > 1,

Vo _ _8m _ _ [(W/Lh (4.132)
Vi gm2 (W/L)

as in (4.129). For practical device geometries, this relationship limits the maximum voltage
gain to values on the order of 10 to 20.

The bipolar counterpart of the circuit in Fig. 4.22 is a common-emitter amplifier witha
diode-connected load. The magnitude of its gain would be approximately equal to the ratio
of the transconductances, which would be unity. However, the current that would flow in
this circuit would be extremely large for inputs greater than Vi, (on) because the collector
current in a bipolar transistor is an exponential function of its base-emitter voltage. _TO
limit the current but maintain unity gain, equal-value resistors can be placed in serics
with the emitter of each transistor. Alternatively, the input transistu.; can be replaced l_)y a
differential pair, where the current is limited by the tail current source. In this case, emitter
degeneration is used in the differential pair (o increase the range of inputs for which all

transistors operate in the active region, as in Fig. 3.49. In contrast, source degeneration 15
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rarely used in MOS differential pairs because their transconductance and linear range can
be controlled through the device aspect ratios.

4.3.5 Differential Pair with Current-Mirror Load

4.3.5.1 Large-Signal Analysis

A straightforward application of the active-load concept to the differential pair would yield
the circuit shown in Fig. 4.24a. Assume at first that all n-channel transistors are identical
and that all p-channel transistors are identical. Then the differential-mode half circuit for
this differential pair is just a common-source amplifier with an active-load, as in Fig. 4.16b.
Thus the differential-mode voltage gain is farge when all the transistors are biased in the
active region. The circuit as it stands, however, has the drawback that the quiescent value
of the common-mode output voltage is very sensitive to changes in the drain currents of

Vop
T i u
Ms
Vg ¥
+ +
C) TRer1 Vor Vo2 IREF2<>

= o+
=
R

ot

M/I:]}—_‘——{EIMG

a)
Vpp
Ms :lF_"——‘_‘ﬁl:Ms
Irer2 )
Y
C)IREH ‘ﬁf
‘i‘ Msﬁ}———‘—b-{ Mg

Vss
(b)

HQ.UIO.A.ZA (a) Differential pair with active load. (b) Common-mode half circuit for differential
pair with active load.

o
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Ms, My, M7, and Mg. As a result, some transistors may operate in or near the triode region,
reducing the differential gain or the range of outputs for which the differential gain is high.

This fact is illustrated by the dc common-mode half-circuit shown in Fig. 4.24b. In
the common-mode half circuit, the combination of My, Mg, and Mg form a cascode current
mtrror, which is connected to the simple current mirror formed by M3 and Ms. If all tran-
sistors operate in the active region, M3 pushes down a current about equal to Irgr;, and
Mg pulls down a current about equal to Irgr2- KCL requires that the current in M3 must
be equal to the current in Ms. If Irgr2 = Irpr1, KCL can be satisfied while all transistors
operate in the active region. In practice, however, Irgr, s not exactly equal to /reF1, and
the current mirrors contain nonzero mismatch, causing changes in the common-mode out-
put to satisfy KCL. Since the output resistance of each current mirror is high, the required
change in the common-mode output voltage can be large even for a small mismatch in
reference currents or transistors, and one or more transistors can easily move into or near
the triode region. For example, suppose that the current pushed down by M3 when it op-
erates in the active region is more than the current pulled down by Mg when it operates in
the active region. Then the common-mode output voltage must rise to reduce the current
in Mj. If the common-mode output voltage rises within V,y3 of Vpp, M3 operates in the
triode region. Furthermore, even if all the transistors continue to be biased in the active
region, any change in the common-mode output voltage from its desired value reduces.the
range of outputs for which the differential gain is high.

Since M; and M, act as cascodes for M7 and Mj, shifts in the common-mode input
voltage have little effect on the common-mode output unless the inputs become low enough
that M7 and Mj are forced to operate in the triode region. Therefore, feedback to the inputs
of the circuit in Fig. 4.24a is not usually adequate to overcome the common-mode bias
problem. Instead, this problem is usually overcome in practice through the use of a separate
common-mode feedback circuit, which either adjusts the sum of the currents in M3 and M,
to be equal to the sum of the currents in M7 and My or vice versa for a given common-mode
output voltage. This topic is covered in Chapter 12.

An alternative approach that avoids the need for common-mode feedback is shown in
Fig. 4.25. For simplicity in the bipolar circuit shown in Fig. 4.25a, assume that Br — .
The circuit in Fig. 4.25b is the MOS counterpart of the bipolar circuit in Fig. 4.25a be-
cause each npn and prp transistor has been replaced by n-channel and p-channel MOS
transistors, respectively. Then under ideal conditions in both the bipolar and MOS cir-
cuits, the active load is a current mirror that forces the current in its output transistor T to
equal the current in its input transistor 7. Since the sum of the currents in both transistors
of the active load must equal Fyap, by KCL, Ian /2 flows in each of side of the active load.
Therefore, these circuits eliminate the common-mode bias problem by allowing the cur-
tents in the active load to be set by the tail current source. Furthermore, these circuits each
provide a single output with much better rejection of common-mode input signals than 2
standard resistively loaded differential pair with the output taken off onc side only. Al-
though these circuits can be analyzed from a large-signal standpoint, we will concentrate
on the small-signal analysis for simplicity.

4.3.5.2 Small-Signal Analysis

We will analyze the low-frequency small-signal behavior of the bipolar circuit shown in
Fig. 4.25a because these results cover both the bipolar and MOS cases by letting Bo — *
and r, — . Key parameters of interest in this circuit include the small-signal transcon-
ductance and output resistance. (The product of these two quantities gives.the small-signal
voltage gain with no load.) Since only one transistor in the active load is diode connecte.dy
the circuit is not symmetrical and a half-circuit approach is not useful. Therefore, we will
analyze the small-signal mode? of this circuit directly. Assume that all transistors operaie
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Vee
Fran
Vee
(a)
Vop
—

o < Figure 4.25 (a) Emitter-
coupled pair with
current-mirror load.

Ves (b) Source-coupled pair

with current-mirror load

®) (MOS counterpart).

in the' active region with r, — « and r, = 0. Let i represent the output resistance of
the ta1} current source Jtap . The resulting small-signal circuit is shown in Fig. 4.26a.

Since T3 and 74 form a current mirror, we expect the mirror output current to be
approximately equal to the mirror input current. Therefore, we will write

gmavy = i3(1 — €p) (4.133)

where €, is the systematic gain error of the current mirror calculated from small-signal
parameters. Let 73 represent the total resistance connected between the base or gate of
T3 and the power supply. Then r3 is the parallel combination of /g3, rz3, T4, and ry3.
_Under the simplifying assumptions that B¢ >>> 1 and g,.7, > 1, this parallel combination
1s approximately equal to 1/g,,3. Then the drop across rq4 is

i} 3

V3 = i3r3 = (4.134)
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Figure 426 (a) Small-signal equivalent circuit, differential pair with current-mirror load. (b)
Simplified drawing of small-signal model of differential pair with current-mirror load.

We will also assume that the two transistors in the differential pair match perfectly
and operate with equal de currents, as do the two transistors in the current-mirror load.
Then gmp) = 8ml = gm2> Em(mir) = Bm3 = Bmas Tm(dpy = Tml = T72s rﬂn'(mt"r) =Tn3
Fras Top = Tol = To2s and To(mir) = To3 = Tot- From (4.134), the resulting voltage-
controlled current gm4vs is
i3 .
gmaV3 = &mmir)V3 = Cmminn . 3 (4.135)
Emimir)

Equations 4.133 and 4.135 show that €,, = 0 and thus the active load acts as 2 cgrrent mit-
ror in a small-signal sense, as expected. Using (4.133), the small-signal circuit 18 redraws
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in Fig. 4.26b with the output grounded to find the transconductance. Note that o4 is omitted

because it is attached to a small-signal ground on both ends.
From KCL at node O,
v — Vi Vi \Q\

+ gm(zip)>+ B - =0 (4.136)

T o(dp) Fo(dp) 1 . T'tail

(vii—vi+tvi~— V1)<
T'a(dp)
where v; and v3 are the voltages to ground from nodes (D and (®. To complete an exact
small-signal analysis, KCL equations could also be written at nodes (2) and (3), and these
KCL equations plus (4.136) could be solved simultaneously. However, this procedure is
complicated algebraically and leads to an equation that is difficult to interpret. To simplify
the analysis, we will assume at first that rigg — © and ro@p) = ® since the transistors are
primarily controlled by their base-emitter or gate-source voltages. Then from (4.136)

v + Vi
v = 1_1_2__% = v (4.137)

where Vic is the common-mode component of the input. Let vig = vi1 — Va2 represent the
differential-mode component of the input. Then viy = Vie + vig/2 and vip = Vic — Vigl2,
and the small-signal collector or drain currents

Em(dp)Vid

it = map(Vit VD) = T . (4.138)
and

. Vi

ir = Emign(Viz — V1) = __Sﬁ(%v)__u{ (4.139)

With a resistive load and a single-ended output, only i flows in the output. Therefore, the
transconductance for a differential-mode (dm) input with a passive load is

Guldm] = fout _ 2 _ 8mdp) (4.140)
Vid Vid 2

Vour =0
On the other hand, with the active loads in Fig. 4.25, not only i but also most of

i3 flows in the output because of the action of the current mirror, as shown by (4.135).
Therefore, the output current in Fig. 4.26b is

fout = —(1 — €m)iz — iy (4.141)
Assume at first that the current mirror is ideal so that €, = 0. Then since i3 = —ip, sub-
stituting (4.138) and (4.139) in (4.141) gives
iout = Em(dp)Vid (4.142)
Therefore, with an active load,
i
Guldm] = = = Smidp) (4.143)
Vid Vo =0

Equation 4.143 applies for both the bipolar and MOS amplifiers shown in Fig. 4.25. Com-
paring (4.140) and (4.143) shows {hat the current-mirror load doubles the differential
transconductance compared to the passive-load case. This result stems from the fact that
the current mirror creates a second signal path to the output. (The first path is through the
differential pair.) Although frequency response is not analyzed in this chapter, note that
Fhe two signal paths usually have different frequency responses, which is often important
in high-speed applications.

=
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Figure 4.27 Circuit for calculation of the output resistance of the differential pair with current-
mirror load.

The key assumptions that led to (4.142) and (4.143) are that the cgrrent mirror is
ideal s0 €,, = 0 and that g — ® and ryg) — < Under 'these assumptions, the Ouj(put
current is independent of the common-mode input. In practice, none qf these assumpuor}s
is exactly true, and the output current depends on the common-mode input. However, this

dependence is small because the active load greatly enhances the common-mode rejection -

ratio of this stage, as shown in Section 4.3.5.3. o . ‘

Another important parameter of the differential pair thh active load is .the output
resistance. The output resistance is calculated using the circuit of Fig. 4.27, in wmch a
test voltage source ; is applied at the output while the inputs are copnectgd to small-signal
ground. The resulting current i; has four components. The current in ro4 18

vt (4.144)

The resistance in the emitter or source lead of T i8 riqt D parallel with the resistfmce seen
looking into the emitter or source of T}, which is approximately 1/ 8mi- Thus, using (3199)
for a transistor with degeneration, we find that the effective output resistance looking into
the collector or drain of T7 is
1
Ry =1y (l + gmz—) = 21y (4.145)
Eml

Hence

i+ v 146
Iy + la = i?t;; (. )
¥f 71351 => 1/gum1, this current flows into the emitter or source of T, and is mirrored to he
output with a gain of approximately unity to produce

vt _ (4.147)

i =ip+ig= 5
[

Thus

. 1
L=igtiptigtin=w|—*+—
t 11 12 Fod Yoz

! ) (4.148)

e 4.3 Active Loads 293
Since Yo2 = ro(dp) and To4a = ro(mir),

Ra = — == _1.—1_._ = ro(dp)[[ro(m,-,) (4149)

Yo(dp) Fo(mir)

The result in (4.149) applies for both the bipolar and MOS amplifiers shown in Fig. 4.25.
In multistage bipolar amplifiers, the low-frequency gain of the loaded circuit is likely to
be reduced by the input resistance of the next stage because the output resistance is high.
In contrast, low-frequency loading is probably not an issue in multistage MOS amplifiers
because the next stage has infinite input resistance if the input is the gate of an MOS
transistor.

Finally, although the source-coupled pair has infinite input resistance, the emitter-
coupled pair has finite input resistance because By is finite. If the effects of the r, of T; and
T, are neglected, the differential input resistance of the actively loaded emitter-coupled
pair is simply 274, as in the resistively loaded case. In practice, however, the asymmetry
of the circuit together with the high voltage gain cause feedback to occur through the output
resistance of T to node (D). This feedback causes the input resistance to differ stightly from
2radp)-

11171 summary, the actively loaded differential pair is capable of providing differential-
to-single-ended conversion, that is, the conversion from a differential voltage to a voltage
referenced to the ground potential. The high output resistance of the circuit requires that
the next stage must have high input resistance if the large gain is to be realized. A smali-
signal two-port equivalent circuit for the stage is shown in Fig. 4.28.

4.3.5.3 Common-Mode Rejection Ratio
In addition to providing high voltage gain, the circuits in Fig. 4.25 provide conversion
from a differential input signal to an output signal that is referenced to ground. Such a
conversion is required in all differential-input, single-ended output amplifiers.

The simplest differential-to-single-ended converter is a resistively loaded differential
pair in which the output is taken from only one side, as shown in Fig. 4.29a. In this case,
Agm > 0, Acw < 0, and the output is

V, = _Y;_d + Ve = _Ad_';vﬂ + AcmVic 4.150)
Adm 2Acm Adm Aem
- g Lemy, Vo JAdm [ Aem | 4.151
P <v1d o v ) 2 (vd + zlAdm Vzc) \ 415D
o Adm ] 2vic
) (v‘d - CMRR) @152

Vi R; Q G ldmlvy SR,

l'H

Figure 4.28 Two-port representation of
small-signal properties of differential pair
with current-mirror load. The effects of
asymmetrical input resistance have been
neglected.

R;=2r,
Gldm] = g,
Ro= Totap) | Fotminy
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Vee
(b)
Figure 4.29 Differential-to-single-ended conversion using (a) resistively Joaded differential pairs
and (b) actively loaded differential pairs.

Thus, common-mode signals at the input will cause changes in the output voltage. The >
common-mode rejection ratio (CMRR) is
_ Adm Gm[dm]Rn - Gmldm] (4153)
CMRR = |71 = |GulemIR, | ~ |Gulom]
where the common-mode (cm) transconductance is
Gplem] = fout (4.154)
Vie Vou =0

i circui sed
Since the circuits in Fig. 4.29a are symmetrical, a common-mode half circuit can be U

to find G[cm]. The common-mode half circuitis a common-emitter/source amplifier Wit
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degeneration. From (3.93) and (3.104),

S R - 1. ) B
Ganlem] Vie 1+ gmidpy(2ruin) (4.155)
where gmp) = &m1 = £m2 and ry; represents the output resistance of the tail current
source T's. The negative sign appears in (4.155) because the output current is defined as
positive when it flows from the output terminal into the small-signal ground to be consistent
with the differential case, as in Fig. 4.265. Equation 4.155 applies for both the bipolar and
MOS cases if the base current is ignored in the bipolar case, the body effect is ignored in
the MOS case, and r,; and r,; are ignored in both cases. Substituting (4.140) and (4.155)
into (4.153) gives )

1 + 28man)Tai
CMRR = ——gz—(M = Zmidp) il = &milos (4.156)

Fquation 4.156 shows that the common-mode rejection ratio here is about half that in
(3.193) because the outputs in Fig. 4.29 are taken only from one side of each differential
pair instead of from both sides, reducing the differential-mode gain by a factor of two.
The result in (4.156) applies for both the bipolar and MOS amplifiers shown in Fig. 4.29a.

" Because g7, is much higher for bipolar transistors than MOS transistors, the CMRR of a

bipolar differential pair with resistive load is much higher than that of its MOS counterpart.

On the other hand, the active-load stages shown in Fig 4.295 have common-mode
rejection ratios much superior to those of the corresponding circuits in Fig. 4.29a4. Assume
that the outputs in Fig. 4.295 are connected to small-signal ground to allow calculation
of the common-mode transconductance. The small-signal model is the same as shown in
Fig. 4.26b with v;; = vip = v;.. For simplicity, let By — = and r,, — o at first. As with
a resistive load, changes in the common-mode input will cause changes in the tail bias
current iy because the output resistance of Ts is finite. If we assume that the currents
in the differential-pair transistors are controlled only by the base-emitter or gate-source
voltages, the change in the current in T} and 7 is

io= iy =l (4.157)

Ife,, = 0, the gain of the current mirror is unity. Then substitutihg (4.157) into (4.141)

with iy = —i; gives
ot = ~i3—fp =i —ip =0 (4.158)
As a result,
Gulem] = % =0 (4.159)
ic vour =0
Therefore,
CMRR — o ~ (4.160)

The common-mode rejection ratio in (4.160) is infinite because the change in the current
in T4 cancels that in T even when r.; is finite under these assumptions.

The key assumptions that led to (4.160) are that rog) — = so iy = i and that the
current mirror isideal so €,, = 0. In practice, the currents in the differential-pair transistors
are not only controlled by their base-emitter or gate-source voltages, but also to some extent
by their collector-emitter or drain-source voltages. As a result, iy is not exactly equal to
i because of finite Totpy in Ty and T,. Furthermore, the gain of the current mirror is not
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exactly unity, which means that € is not exactly. zero in practice because of ﬁplte F o(mir)
in T3 and T4. Finite Bo also affects the systematic gain error of th(_: cqnem mirror Whein
bipolar transistors are used. For these reasons, the co_mmon—mode rejection ratio 1s ﬁ.mte? in
practice. However, the use of the active load greaﬂ.y improves the common-mode rejection
ratio compared to the resistive load case, as we will show next.

Suppose that

it = (1 —€g) (4.161)

where €, can be thought of as the gain error in the differential pair. Substituting (4.161)
into (4.141) with i3 = —i) gives

o = 11— €m) — 12 = (1 — €)1 —€m) = 1) (4.162)

Rearranging (4.162) gives
fout = —i2(€q T €m — €4€m) (4.163)
If e, < 1 and €, << 1, the product term € €, is a second-order error and can be ne-
glected. Therefore,
four = —i2(€a + €m) (4.164)

Substituting (4.164) into (4.154) gives
Gplem] = — (1—2)(64 + €m) (4.165)
Vic

Equation 4.165 applies for the active-load circuits shown in Fig. 4.29b; however, the ﬁ]"St
term has approximately the same value as in the passive-load case. Therefore, we will
substitute (4.155) into (4.165), which gives

o B e+ €m) (4.166)
Gm[Cm] (1 T gm(dp)(zrtail)>( d m

Substituting (4.166) and (4.143) into (4.153) gives

Guldm] - 1 + 28mp)lail | (4.167)
Gplem) (€q + €m)

Comparing (4.167) and (4.156) shows that the active }oad improves the common-que
rejection ratio by a factor of 2/(€ 4 + € ). The factor of 2 in the numerator of thJS expression
stems from the increase in the differential transconductance, and the denominator stems
from the decrease in the common-mode transconductance. ] .

To find €4, we will refer to Fig. 4.26b with v;; = vip = Vjc. First, we wnite

CMRR =

i ViVt 168
n = gm(dp)(v(ﬂ - Vl) + ra(dp) (4 )
and
i Y1 4,169)
iy = gmgpVie — V1) ~ o (

Substituting (4.134) and i3 = —i into (4.168) gives

Vi
2 g v . —_— v — —— T e
i gm(dp)( e ! ) Yo(dp) Em(mir) ¥, o(dp)

i (4.170)
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Equation 4.170 can be rearranged to give T

v

1+ gmminTowdp \. Vi
— " i| = gmp)(Vic = V1) — “.171)
( EmiminTodp ) | Bt Totdp) P
Substituting (4.169) into (4.171) gives 1
. Em(mir)¥ o(dp) i i
I o= |y 4,172
! (1 + gm(mir)ro(dp)) 2 ( )
Substituting (4.161) into (4.172) gives
1
€4 4.173)

1+ Em(mir)! o(dp)

To find €,,, we will again refer to Fig. 4.26b with vi; = viz = vj. In writing (4.134),
we assumed that r; = 1/g,,3. We will now reconsider this assumption and write

1
ry = ——|lrnsllraaliros (4.174)
8m3

We will still assume that the two transistors in the differential pair match perfectly and
operate with equal dc currents, as do the two transistors in the active load. Then (4.174)
can be rewritten as

Fr(mir)! o(mir)

rs = 4.175)
Yar(mir) + 2ro(mir) + gm(mir)rw(mir)ra(mir)
Substituting (4.175) into (4.135) gives
. Em(mir)Tw(mir)T o(mir) i3
&maVa = Emalzrs = (4.176)
" &m T (mir) + 2ro(mir) + Em(miryVw(mir) o(mir)
Substituting (4.133) into (4.176) gives
€ = Por(miry T 2"‘o(mir) @177
Var(mir) + 2r0(mir) + EmminFar(miry¥ o(mir)
For bipolar transistors, . is usually much less than r,; therefore,
2 rom 1 v
€mlbip] = ——5———min = = (4.178)
24 w(mir) ¥ o ) 1+ Em(minT w(mir) Eg
otmin) Em(miryVw(mir) 2 1+ 2
Since r, — oo for MOS transistors,
1
€n[MOS] = ————— 4.179)
" 1+ Emmir)T o(min)

For the bipolar circuit in Fig. 4.29b, substituting (4.173) and (4.178) into (4.167) gives

1 4 28
CMRR = Fouin’el (4.180)

1 1

+
L+ Em(miryT o(dp) 1+ g’"(mif)zrﬂ(Mir)
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IE (g mimintotdpy) > 1 a0 (@momin)Fa(miny/2) = 1, (4.180) can be simplified to give

T'ar(mir)
CMRR = (1 + 2gm(dp)Ttait) Em(mir) (romp)H 2 )
(4.181)

Fo(mir)
= (28m(dp)"tail) m(mir) (fa(dp)H ”2 )

i ive load increases the common-mode
Comparing (4.181) and (4.156) shows that the active . n-mod
rejection ratio by a factor of about 28m(mir) (ro(dp)llﬁr,(tnir>/2)) for the bipolar circuit in
Fig. 4.29b compared to its passive-load counterpart in Fig. 4. 2.9a‘.

On the other hand, for the MOS circuit in Fig. 4.29b, substituting (4.173) and (4.179)

into (4.167) gives

CMRR - 1+ ng(dp)rtail (4' 182)

L, 1
1+ gmminTotdp) 1+ gm(minTo(mir)
I (ZmminyFotdpy) > 1 a0 (@niminTominy) > 1, (4.182) can be simplified to give

CMRR = (1 + 28 m(dpyTiait) g miminT atdp[Tomin) (4.183)
= (28 miap)Teait)Emiminy Totdp) T otmin)

Comparing (4.183) and (4.156) shows that the active load increases Fhe gommpn—mode
rejection ratio by a factor of about 2g,,,(,,,,-,)(ro('dp)1|r0(m,-,)) for the MOS circuit in Fig. 4.290
compared to its passive-load counterpart in Fig. 4.29a.

For these calculations, perfect matching was assumed 50 that gm1 = 8m2s §m3 = Emds
Fol = To2,and r,3 = roa. Inpractice, however, nonzero mlsmatch occurs. With mismatch
in a MOS differential pair using a current-mirror load, the differential-mode transconduc-

tance is
Agml‘Z 3
- 28m1-2
Gpldm) = gmi—2 W
N e
28m3-4

(4.184)

where Agmi-2 = &ml = &m2, 8m1-2 = (&m1 + &m2)/2, Agm3-4 = &ms — &m> and gm3‘4th;t
(gm3 + gma)/2. See Problem 4.18. The approximation in (4.184? is valid to the e)gent o
gmPo > 1 for each transistor and (g + gmo)ran > 1for the tail ct_lrrent source. qus:i i
4.184 shows that the mismatch between g,,; and g,z has only a minor effect on Guldm).
This result stems from the fact that the small-signal voltage across the tail current sourcf;
Vrait, 16 Zero with a purely differential input only when gn1 = &m2, e_lssumlng 1:(,1 —; "
and r,; — . For example, increasing gm compare@ 10 g tends to increase the sn;l o
signal drain current i; if vgg1 1S constant. However, this change also mc'reases Vaails W‘tive
reduces v, for a fixed vis. The combination of these two effects causes i to be m;;{;xsl b
t0 gm1 — gmz- On the other hand, mismatch between g3 and gm4 directly modi e; "
contribution of i; through the current mirror to the output current. Therefore, (4.184) sho
that G,[dm} is most sensitive to the mismaich between g3 and 8ma- o

With mismatch in a MOS differential pair using a current-mirror load, the comm
mode transconductance is :

(€4 +€m) (4.185)

1
Gulem) = =5, —
al,
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where €4 is the gain error in the source-coupled pair with a pure common-mode input
defined in (4.161) and €,, is the gain error in the current mirror defined in (4.133). From
Problem 4.19,

1 Agmi-z (1 4 2 ) 2riit Arogp) (4.186)

.= —
8m3¥ o(dp) Em1-2 T o(dp) Yo(dpy To(dp)

Each term in (4.186) corresponds to one source of gain error by itself, and interactions
between terms are ignored. The first term in (4.186) is consistent with (4.173) when
8m3To(dp) => 1 and stems from the observation that the drain of 77 is not connected to a
small-signal ground during the calculation of G,,[dm], unlike the drain of T,. The second
term in (4.186) stems from mismatch between g,,,; and g, alone. The third term in (4.186)
stems from the mismatch between r,; and r, alone. The contribution of this mismatch to
G[cm] is significant because the action of the current mirror nearly cancels the contribu-
tions of the input g,, generators to G,,[cm] under ideal conditions, causing G,[cm] = 0 in
(4.166). In contrast, G,,[dm] is insensitive to the mismatch between r,; and r,, because
the dominant contributions to G,,[dm] arising from the input g,, generators do not cancel
at the output. From Problem 4.19,

e = 1 + (8m3 — 8ma)To3 _ 1 . Agms 4

= (4.187)
1+ gmare b+ gmarss 8m3To3  &mi—4

Each term in (4.187) corresponds to one source of gain error by itself, and interactions
between terms are ignored. The first term in (4.187), which is consistent with (4.179)
when g,,37,3 => 1, stems from the observation that the small-signal input resistance of the
current mirror is not exactly 1/g,,3 but (1/g,:3)l{r03. The second term in (4.187) stems from
mismatch between g,,3 and g4 alone. The CMRR with mismatch is the ratio of G,,[dm] in
(4.184) to G,n[cm] in (4.185), using (4.186) and (4.187) for €4 and €,,, respectively. Since
the common-mode transconductance is very small without mismatch (as a result of the
behavior of the current-mirror load), mismatch usually reduces the CMRR by increasing
|Gmlcm]].

4.4 Voltage and Current References

4.4.1 Low-Current Biasing

4.4.1.1 Bipolar Widiar Current Source

In ideal operational amplifiers, the current is zero in each of the two input leads. However,
the input current is not zero in real op amps with bipolar input transistors because SBr is
finite. Since the op-amp inputs are usually connected to a differential pair, the tail current
must usually be very small in such op amps to keep the input current small. Typically, the
tail current is on the order of 5 pA. Bias currents of this magnitude are also required in a
variety of other applications, especially where minimizing power dissipation is important.
The simple current mirrors shown in Fig. 4.30 are usually not optimum for such small
currents. For example, using a simple bipolar current mirror as in Fig. 4.30a and assuming
amaximum practical emitter area ratio between transistors of ten to one, the mirror would
need an input current of 50 A for an output current of 5 wA. If the power-supply voltage
inFig 4.30ais 5 V,and if Vpg(omy = 0.7V, R = 86 kQ would be required. Resistors of this
magnitude are costly in terms of die area. Currents of such low magnitude can be obtained
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i

If we assume that Vsg; = Ve = Varen = 0.7 V in (4.188), we would predict that

v,
Vee 20 . . mo
* In Tour = 0. Although Igyr is small in practice, it is greater than zero under the usual bias
conditions, which means that the standard assumption about Vzgon is invalid here. In con-
* Iout R i’*lom trast, the standard assumption is usually valid in calculating /v because small variations

in Vg1 have little effect on Iy if Voo >3> Vgi. When one base-emitter voltage is sub-
tracted from another, however, small differences between them are important. If V, — oo,
(4.188) can be rewritten using (1.35) as

Ic lour _ Br +1

Vilh—=—-Vr In—=—— - ———JourR; = 0 : 4.189
7 lngo e gy Lotk ( )

0, M, |——L——¢; My

If Br — =, (4.189) simplifies to

W

I 1 o
-1— > Vil vy n 22— fourR, = 0 (4.190)
(@) ) Isi Is2
Figure 4.30 Simple (wo-transistor current mirrors where the input current 1s set by the supply For identical transistors, I; and Is; are equal, and (4.190) becomes
‘ voltage and a resistor using (a) bipolar and (b) MOS transistors. I :
Vr In - = IourR; (4.191)
Iout

with moderate values of resistance, however, by modifying the simpl; current TirTor so
that the transistors operate with unequal base-emitter voltgges. In the Widlar cgrrent source
of Fig. 4.31q, resistor Ry is inserted in series wi.th the enutltbeflof th, apd t.ra.nms;ors % 1 and
(0, operate with unequal base emitter voltages if R, # 0.7 This circuit 18 referre to as
a current source rather than a current mirror because the output current Elg. 4.3t1a is
much less dependent on the input current and the power»supply voltage than in the simple
current mirror of Fig. 4.30a, as shown in Section 4.4.2. We will now calculate the output
idlar current source.
cum;?t&f ﬂf \37,“221 operates in the forward-active region because it is diode connec‘ted.
Assume that O, also operates in the forward active region. KVL around the base-emiiter

This transcendental equation can be solved by trial and error to find /oy if R, and
Iy are known, as in typical analysis problems. Because the logarithm function compresses
changes in its argument, atiention can be focused on the linear term in (4.191), simplifying
convergence of the trial-and-error process. In design problems, however, the desired Iny
and Ioyr are usually known, and (4.191) provides the required value of R;.

EXAMPLE

In the circuit of Fig. 4.3 1a, determine the proper value of R; to give Iout = 3 pA. Assume
that VCC =5Y, Ry = 43 kQ, VBE((m) = 0.7V, and BF ~> 00, ‘

|
g loop gives
s +1 _5V-07V
1 5 Veer — Vee2 — Br IoutR, = 0 (4.188) Iy = T43k I mA
l Vrin 2 = 26 my m(;m:):mmv
i Vee Vop out B
% * In *llN Thus from (4.191)
i Ry lIOUT f lIOUT ' , fourRy = 137 mV
and
I ' .
ey : ’ Ry = 127 "ZV = 27.4k0
1 Q1 Q2 M1 j*—_-—__—* MZ k-
R The total resistance in the circuit is 31.7 k{}.
| Ry Ry & EXAMPLE
I : In the circuit of Fig. 4.31a, assume that /iy = | mA, R, = 5k, and B¢ — «. Find

Iour. From (4.191),

i
l._.‘

() 1 mA
Ioyr

E

Vr In -5kQUour) =0 .

Figure 4.31 Widlar current sources: (a) bipolar and (b) MOS.
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Try
Iour = 15 pA
108 mV — 75 mV # 0
The linear termi Ioyt R is too small; therefore, Ioyr > 15 A should be tried. Try .
Iour = 20 pA
101.7 mV - 100 mV =0

Therefore, the cutput current is close to 20 pA. Notice that while the linear term increased
by 25 mV from the first to the second trial, the logarithm term decreased by only about
6 mV because the logarithm function compresses changes in its argument.

4.4.1.2 MOS Widlar Current Source o

The Widlar configuration can also be used in MOS technology, as shown in Fig. 4.31b.
If iy > 0, M operates in the active region because it is diode connected. Assgme

that M, also operates in the forward active region. KVL around the gate-source loop gives

Vest — Ves2 — lourR, = 0 (4.192)

If we ignore the body effect, the threshold components of the gate-source voltages cancel
and (4.192) simplifies to ’ -

IoutR2 + Voo = Vo1 =0 (4.193)

If the transistors operate in strong inversion and V4 — o,

| 2lour
— = -V, =0 (4.194
IoutRy + KWLy, Vot )

This quadratic equation can be solved for \/Iour.

2 2
- + + 4R,V
\/;'(W/L)z \/ KWL, ™ @195
Iour = T
where V1 = 2In/[k'(W/L);]. From (1.157),
k(WL
VIour = KWL, 5 2 (Vs — Vi) (4.196)

Equation 4.196 applies only when M, operates in the active region, which means thflt
Vgsa > Vi Asaresult, /Ioyr > 0 and the potential solution where the second term 1
the numerator of (4.195) is subtracted from the first, cannot occur in practice. Therefore,

2 / 2
_ + + 4R Von
\[ K(WILy, ~ \ K¥(W/L), (4.197)
Viour = 2R,

Equation 4.197 shows that a closed-form solution for the output current can.be written tf}?;
a Widlar current source that uses MOS transistors operating in strong inversion, unlike
bipolar case where trial and error is required to find Iour.
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EXAMPLE

In Fig. 4.31b, find Ioyy if iy = 100 pA, R, = 4k, k' = 200 wA/V?, and (W/L), =
(W/L), = 25. Assume the temperature is 27°C and that n = 1.5 in (1.247).
Then R; = 0.004 M), V,,1 = /200/(200 X 25)V = 0.2V,

2 2
20025) © \/ 55005+ 400090

2(0.004) JuA =5./uA

and Iour = 25 pA. Also,
Vo = Vovl —IloutR, = 02-25 X 0004 = 0.1V > 2nVT =78 mV

Therefore, both transistors operate in strong inversion, as assumed.

4.4.1.3 Bipolar Peaking Current Source

The Widlar source described in Section 4.4.1.1 allows currents in the microamp range to be
realized with moderate values of resistance. Biasing integrated-circuit stages with currents
on the order of nanoamps is often desirable. To reach such low currents with moderate
values of resistance, the circuit shown in Fig. 4.32 can be used.'>!>1* Neglecting base
currents, we have

Veer — INR = Vg (4.198)
If V4 — o, (4.198) can be rewritten using (1.35) as
I
Ve Ny four g (4.199)
Isy Iss

If O and @, are identical, (4.199) can be rewritten as
IOUT = IIN €xXp (-‘ M) (4 200)
Vr
Equation 4.200 is useful for analysis of a given circuit. For design with identical Q; and
03, (4.199) can be rewritten as
Vr I

R=—1In—— ' 4.201
Ix  lour ( )

Figure 4.32 Bipolar peaking current source.
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1000('

900 1~
80O~ R=10kQ

R=12kQ
R=14kQ

700
= 600~
£

£ 500
L 400
300

200

100
{ Figure 4.33 Transfer charag-

% 3 2 a3 4 5 6 7 8 9 10 ieristics of the bipolar peaking

T (WA} current source with T = 27°C,

I

For example, for Iy = 10 wA and Iour = 100 nA, (4.201) can be used to show that

R =12k. o A
A plot of IgyT versus /in from (4.200) is shown in Fig. 4.33. When the input current

is small, the voltage drop on the resistor is small, §nd Ve = VB.EI so loyr = In. As the;
input current increases, Vpe1 increases in proportion {o the logarithm of the lriggt zu;'ren
while the drop on the resistor increases linearly w¥th the input current. As aresu ’i‘ﬁl I asest
in the input current eventually cause the base-emitter voltage of O, to def:rease. e outpu
current reaches a maximum when Vg2 is maximum. The name peaking current souI;;ce
stems from this behavior, and the location and magnitude of the peak both depend on R.

4.4.1.4 MOS Peaking Current Source _ .
The peaking-current configuration can also be used in MOS technology, as shown in

Fig. 4.34. If Iy is small and positive, the voltage drop on R is srgall and M, ope(rlatt}els
in the active region. Assume that M, also operates in the active region. KVL around the

gate-source loop gives

Vost — InR —Ves2 =0 (4.202)
Since the sources of My and M, are connected together, the thresholds cancel and (4.202)
simplifies to

Voo = Voui — ImR (4.203) J
VDL
) Iy
% R yom

[:‘M1 | M,

‘-]-' Figure 4.34 MOS peaking current source.
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From (1.157),

_ K(WiLy K(WIL),
2 2

where V1 = 2In/[k'(W/L)]. Equation 4.204 assumes that the transistors operate in
strong inversion. In practice, the input current is usually small enough that the overdrive of
M, is less than 2nVr, where n is defined in (1.247) and V7 is a thermal voltage. Equation
4.203 shows that the overdrive of M, is even smaller than that of M;. Therefore, both
transistors usually operate in weak inversion, where the drain current is an exponential
function of the gate-source voltage as shown in (1.252). If Vpsy > 3V7, applying (1.252)
to M; and substituting into (4.202) gives

Iour (Vov2)2 = (Vo1 — IINR)Z (4204)

VGSZ - V, = nVT ln( >— ImR (4205)

_In
(WiLyl;

Then if the transistors are identical and Vps; > 3V, substituting (4.205) into (1.252)
gives

Iour = %1, exp (KfoV—TV‘) = Invexp (— %“g) (4.206)
where I, is given by (1.251) and represents the drain current of M; with Vgsr = V,,
W/L = 1, and Vpg > V. Comparing (4.206) with (4.200) shows that the output cur-
rent in an MOS peaking current source where both transistors operate in weak inversion
is the same as in the bipolar case except that 1.3 < n = 1.5in the MOS caseand n = 1
in the bipolar case.

Plots of (4.206) and (4.204) are shown in Fig. 435 forn = 1.5, T = 27°C, R =
10 kQ, &' = 200 pA/V?, and (W/L); = (W/L); = 25. In both cases, when the input
current is small, the voltage drop on the resistor is small, and Ioyr = Iiv. As the in-
put current increases, Vg increases more slowly than the drop on the resistor. As a
result, increases in the input current eventually cause the gate-source voltage of M, to
decrease. The output current reaches a maximum when Vgg, is maximum. As in the
bipolar case, the name peaking current source stems from this behavior, and the lo-
cation and magnitude of the peak both depend on R. Because the overdrives on both
transistors are usually very small, the strong-inversion equation (4.204) usually under-
estimates the output current.

1500
Weak inversion
1250 - ,
1000 n=15
< T =27°C
£ R =10kQ
L 750 k' =200 pANV?2
L (WIL), = (W/L), = 25 N
500~
250 Strona inversion Figure 4.35 Transfer characteris-
9 inv tics of the MOS pedking current
0 | ] ] 1 | ] ] source assuming both transistors

6 1+ 2 3 4 5 8 7 8 9 10 operatein weak inversion or in
I (uA) strong inversion.
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4.4.2 Supply-Insensitive Biasing

Consider the simple current mirror of Fig. 4.30a, where the input current source has been
replaced by a resistor. Ignoring the effects of finite Br and V4, (4.5) shows that the output
current is

Vec =V
Iour = Iy = —S&—PE&D = BEGon) (4.207)

If Ve = Viggon, this circuit has the drawback that the output current is proportional to
the power-supply voltage. For example, if Vagen = 0.7V, and if this current mirror is
used in an operational amplifier that has to function with power-supply voltages ranging
from 3 V to 10 V, the bias current would vary over a four-to-one range, and the power
dissipation would vary over a thirteen-to-one range.

One measure of this aspect of bias-circuit performance is the fractional change in the
bias current that results from a given fractional change in supply voltage. The most useful

parameter for describing the variation of the output current with the power-supply voltage.

is the s mmvg'gsﬂ.‘"fhe sensitivity of any circuit variable y to a parameter x is defined as
T(ST]OWS: A A T e

Ayly  xdy
Y = =222 4.20
S Alir_xgo Ax/x  ydx (4.208)

Applying (4.208) to find the sensitivity of the output current to small variations in the
power-supply voltage gives
towr _ Vsup dlour (4.200)

Vsww Iyt dVsup

The supply voltage Vsyp is usually called V¢ in bipolar circuits and Vpp in MOS circuits.
If Voo > VBE(QH) in Flg 4.30q, and if Vpp = Vga1 in Fig. 4.308,
Shour ~ 1 (4.210)

Vsup

Equation 4.210 shows that the output currents in the simple current mirrors in Fig. 4.30
depend strongly on the power-supply voltages. Therefore, this configuration should not be
used when supply insensitivity is important.

4.4.2.1 Widlar Current Sources

For the case of the bipolar Widlar source in Fig. 4.31a, the output current is given implicitly
by (4.191). To determine the sensitivity of Jour to the power-supply voltage, this equation
is differentiated with respect to V¢c:

a Iy dlout
1% In-— =R 4.211)
T Vee Tour ¥aVec
Differentiating yields
Vs Iour\[ 1 olm _ gm dlout \ _ p. dlour (4.212)
Iin IOUT (9VCC IOUT aVCC Vee )
Solving this equation for dloyt/dVcc, we obtain
dlour _ 1 Iour I . 4.213)
8VCC 1+ IOUTR2 Im aVcc

Vr
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Substituting (4.213) into (4.209) gives

1 Vee 91 1
SIOUT - cC N _ Ine
Vee 1+ IOUTR2 I]:N 17Vcc L+ IOUTRZ SVCC (4214)

Vr Vr

If YCC > .VBE(O,\,, Iy = Vee/Ry and the sensitivity of /iy to V¢ is approximately unity,
as in the simple current mirror of Fig. 4.30a. For the example in Section 4.4.1.1 where
In = 1mA, Ioyr = 5 pA, and R, = 27.4 k), (4.214) gives

lour _ Vee dlour 1 _
vee " Tour Vee |, B7mv 0.16 4.215)
26 mV

Thus for this case, a 10 percent power-supply voltage change results in only 1.6 percent
change in IOUT.

For the case of the MOS Widlar source in Fig. 4.315, the output current is given by
(4.197). Differentiating Witliteéspect to Vpp gives

1 dlour 1 1 Vo
= 4Ry (4.216)

2 flour Voo 4—1?2\/ 2 Vb

k'(W/L)z + 4R2 Vovl

where

avovl = 2 1 aIIN _ Vovl &IIN 421
dVpp k'(W/L) NIINALY 2l dVpp @217)

Substituting (4.216) and (4.217) into (4.209) gives

S = Lo A (4.218)

Voo Voo
\/ V2, + 4lourRy Vo

Since Ioyr is usually much less than Iy, Vo, is usually small and IoyrRs = V1 and
(4.218) simplifies to

Vo
4y?

ovl

lour
SVnD -

S =055

Vop Vop

(4.219)

If YDD >>' Vs, Iw = Vpp/ R, and the sensitivity of Iy to Vpp is approximately unity,
as in the simple current mirror of Fig. 4.30b. Thus for this case, a 10 percent power-supply
voltage change results in a 5 percent change in Ioyr.

4.4.2.2 Current Sources Using Other Voltage Standards

The leve.l of power-supply independence provided by the bipolar and MOS Widlar current
sources is not adequate for many types of analog circuits. Much lower sensitivity can be
obtained by causing bias currents in the circuit to depend on a voltage standard other
than the supply voltage. Bias reference circuits can be classified according to the voltage
standard by which the bias currents are established. The most convenient standards are
the base-emitter or threshold voltage of a transistor, the thermal voltage, or the breakdown
voltage of a reverse-biased pn junction (a Zener diode). Each of these standards can be
used to reduce supply sensitivity, but the drawback of the first three standards is that the
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ec Lo
f INl ] <N¢
-

=R ? Ry
y ouT yom
T —, T

T, T, :]

Ry Ry
1 Figure 4.36 (a) Basc-emitter referenced

current source. (b) Threshold referenced
current source.

S

a

reference voltage is quite temperature dependent. Both the base-emitter and threshold volt-
ages have negative temperature coefficients of magnitude 1 to 2 mV/°C, and the.thermal
voltage has a positive temperature coefficient of k/q = 86 p.V/°C._The Zener diode has
the disadvantage that at least 7 to 10 V of supply voltage are required because standard
integrated-circuit processes produce a minimum breakdown voltage qf abgut 6 V across
the most highly doped junctions (usually npn transistor emitter-base junctions). Further-
more, pn junctions produce large amounts of voltage noise under the reverse-breakdown
conditions encountered in a bias reference circuit. Noise in avalanche breakdown is con-
sidered further in Chapter 11.

We now consider bias reference circuits based on the base-emitter or gate-sou.rce.volt.-
age. The circuit in simplest form in bipolar technology is shown in F1g 4.346a. This circuit
is similar to a Wilson current mirror where the diode-connected transistor is replaced t?y a
resistor. For the input current to flow in T}, transistor T, must supply enough current into
R, so that the base-emitter voltage of T is

Veer = Vr In v (4.220)
Is1
If we neglect base currents, Joyr is equal to the current ﬂowing' through Rg. Since the
voltage drop on R; is Vg1, the output current is proportional to this base-emitter voltage.
Thus, neglecting base currents, we have

Veer _ Vr o, Iy 4221)
Iour = ~BEL = T I @
ot R, Ry s
Differentiating (4.221) and substituting into (4.209) gives
foer — _ VT g _ VT o 4.222)

v,
Vee " JourRy TV Vipem '¢€

If Vee > 2Vggon), Iv = Vee/R; and the sensitivity of Iy to Ve is approximately unity.
With VBE(on) =07V, . )

glovr _ 0026V _

Vee 0.7V
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Thus for this case, a 10 percent power-supply voltage change results in a 0.37 percent
change in Ioyr. The result is significantly better than for a bipolar Widlar current source.
The MOS counterpart of the basc-emitter reference is shown in Fig. 4.36b. Here

Vi + /——ZIIN
- Vo1 _ Vit Vo _ ! k'(W/L), (4.224)

I = 1681 _
ouT s % %

The case of primary interest is when the overdrive of 7} is small compared to the threshold
voltage. This case can be achieved in practice by choosing sufficiently low input current
and large (W/L);. In this case, the output current is determined mainly by the threshold
voltage and Ry. Therefore, this circuit is known as a threshold-referenced bias circuit,
Differentiating (4.224) with respect to Vpp and substituting into (4.209) gives

glovr — Vol oiv — Vvl oin 4.225)

Vop 2loutR> Vop — 2Ves1 Vop

For example, if Vi = 1V, V,,; = 0.1V, and S} =1

fovr . 0.1
Voo T (1.1)

These circuits are not fully supply independent because the base-emitter or gate-
source voltages of 77 change slightly with power-supply voltage. This change occurs
because the collector or drain current of T is approximately proportional to the supply
voltage. The resulting supply sensitivity is often a problem in bias circuits whose input
current is derived from a resistor connected to the supply terminal, since this configura-

tion causes the currents in some portion of the circuit to change with the supply voltage.

= 0.045 (4.226)

4.4.2.3 Self Biasing

Power-supply sensitivity can be greatly reduced by the use of the so-called bootstrap bias
technique, also referred to as self biasing. Instead of developing the input current by con-
necting a resistor to the supply, the input current is made to depend directly on the output
current of the current source itself. The concept is illustrated in block-diagram form in
Fig. 4.37a. Assuming that the feedback loop formed by this connection has a stable oper-
ating point, the currents flowing in the circuit are much less sensitive to power-supply volt-
age than in the resistively biased case. The two key variables here are the input current, Iy,

Vsup

e

COMMON Iour
Current mirror

Current mirror ,

our IN In=1Iour \ -~
L

- Current source
In + *IOUT g
/" Desired operating point
IN ouT e (Point A)
4
Current source /" Undesired operating point
COMMON ~—(Paint B)
In

(a) (v)
Figure 4.37 (a) Block diagram of a self-biased reference. (b) Determination of operating point.




310 Chapter4 = Current Mirrors, Active Loads, and References

and the output current, Jout. The relationship between these variables is governed by both
the current source and the current mirror. From the standpoint of the current source, the
output current is almost independent of the input current for a wide range of input currents
as shown in Fig. 4.375. From the standpoint of the current mirror, 'I;N 1s set equal to AIOU’I:,
assuming that the gain of the current mirror is unity. The operating point of thg circuit
must satisfy both constraints and hence is at the intersection of the two characterlspcs. In
the plot of Fig. 4.37b, two intersections or potential operating points are shown. Point A is
the desired operating point, and point B is an undesired operating point because Ioyr =
In = 0. o

If the output current in Fig. 4.37a increases for any reason, the current mirror increases
the input current by the same amount because the gain of the current mirror is assumed
to be unity. As a result, the current source increases the output current by an amount that
depends on the gain of the current source. Therefore, the loop rcspopds to an mmal‘ change
in the output current by further changing the output current in a direction that remfo'rces
the initial change. In other words, the connection of a current source and a current mirror
as shown in Fig. 4.37a forms a positive feedback loop, and the gain a‘round FI_le loop is the
gain of the current source. In Chapter 9, we will show that circuits with Posﬁnve\fe;dbzﬁkm
are stable if the gain around the loop is less than unity. At point .A’. thc“gallr.rar‘ﬁiffid fhe”Toqp
is quite small because the output current of the current source is insensitive to changes in
the input current around point A. On the other hand, at point B, the gain arlou'nd the feefi-

" back loop is deliberately made greater than unity so that the two chz?rac.terls.tlcs shown in

Fig. 4.37b intersect at a point away from the origin. As a result, this V51m.p11ﬂed agalysm
shows that point B is an unstable operating point in principle, and the circuit would ideally
tend to drive itself out of this state. ‘

In practice, however, point B is frequently a stable operating point because the currents
in the transistors at this point are very small, often in the picoampere range. At such low
current levels, leakage currents and other effects reduce the current gain of both bipolar

and MOS transistors, usually causing the gain around the loop to be less than unity. Asa
result, actual circuits of this type are usually unable to drive themselves out of the zero-
current state. Thus, unless precautions are taken, the circuit may operate in the zero-current
condition. For these reasons, self-biased circuits often have a stable state in which zero
current flows in the circuit even when the power-supply voltage is nonzero. This situation
is analogous to a gasoline engine that is not running even though it has a full tank of fugl‘ Ap
electrical or mechanical device is required to start the engine. Similarly, a start-up circuit
is usually required to prevent the self-biased circuit from remaining in the zero-current
state. o

The application of this technique to the Vpg-referenced current source is illustrated
in Fig, 4.38a, and the threshold-referenced MOS counterpart is shown in F1g.i4.38b. We
assume for simplicity that V4 — c. The circuit composed of T, T, and R dictates that
the current Igur depends weakly on Iy, as indicated by (4.221) and (4.224). $econd,
the current mirror composed of matched transistors T4 and T's dictates that Iy 18 egual
to Ioyr. The operating point of the circuit must satisfy both constraints and hence 1s.al
the intersection of the two characteristics as in Fig. 4.37b. Except for the effects of finite
output resistance of the transistors, the bias currents are independent of sgpply voltage. If
required, the output resistance of the current source and mirror could be increased by the
use of cascode or Wilson configurations in the circuits. The actual bias currents for other
circuits are supplied by T and/or T3, which are matched to T's and T, respectively.

The zero-current state can be avoided by using a start-up circuit to ensure that som;
current always flows in the transistors in the reference so that the gain arounq the fcefibac v
loop at point B in Fig. 4.37b does not fall below unity. An additional requirement 18

T,
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Figure 4.38 (a) Self-biasing Vgr reference. (b) Self-biasing V, reference.

the start-up circuit must not interfere with the normal operation of the reference once
the desired operating point is reached. The Vgg-referenced current source with a typical
start-up circuit used in bipolar technologies is illustrated in Fig. 4.39a. We first assume
that the circuit is in the undesired zero-current state. If this were true, the base-emitter
voltage of T; would be zero. The base-emitter voltage T, would be tens of millivolts
above ground, determined by the leakage currents in the circuit. However, the voltage
on the left-hand end of D, is four diode drops above ground, so that a voltage of at least
three diode drops would appear across R, and a current would flow through R, into the
T1-T» combination. This action would cause current to flow in T4 and T, avoiding the
zero-current state.

The bias reference circuit then drives itself toward the desired stable state, and we re-
quire that the start-up circuit not affect the steady-state current values. This can be accom-
plished by causing R, to be large enough that when the steady-state current is established
in T, the voltage drop across R, is large enough to teverse bias D;. In the steady state,
the collector-emitter voltage of T is two diode drops above ground, and the left-hand end
of Dy is four diode drops above ground. Thus if we make IvR; equal to two diode drops,
Dy will have zero voltage across it in the steady state. As a result, the start-up circuit com-
posed of R;, D,~Ds, and D is, in effect, disconnected from the circuit for steady-state
operation.

Floating diodes are not usually available in MOS technologies. The threshold-
referenced current source with a typical start-up circuit used in MOS technologies is
illustrated in Fig. 4.39b. If the circuit is in the undesired zero-current state, the gate-
source voltage of T would be less than a threshold voltage. As a result, 77 is off and T
operates in the triode region, pulling the gate-source voltage of Tg up to Vpp. Therefore,
Ty is on and pulls down on the gates of T, and T's. This action causes current to flow in
T4 and Ts, avoiding the zero-current state.

In steady state, the gate-source voltage of T7 mises to IoyrR, which turns on 757 and
teduces the gate-source voltage of Ty. In other words, T7 and Ty form a CMOS inverter
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Figure 4.39 (a) Self-biasing Vg reference with start-up circuit. (b) Self-biasing V, reference with
start-up circuit.

whose output falls when the reference circuit turns on. Since the start-up circuit should not
interfere with normal operation of the reference in steady state, the inverter output should
fall low enough to turn Ty off in steady state. Therefore, the gate-source voltage of To
must fall below a threshold voltage when the inverter input rises from zero to IoyrR. In
practice, this requirement is satisfied by choosing the aspect ratio of 77 to be much larger
than that of Tj. o .

Another important aspect of the performance of biasing circuits is thelr depcnd;nce;
on temperature. This variation is most conveniently expressed in terms of the fractiona

change in output current per degree centigrade of temperature variation, which we call the :
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fractional temperature coefficient 7Cr:

TCr = 1 dlour

F o= y— (4.227)
For the Vgp-referenced circuit of Fig. 4.384,
logr = VeEL ©(4.228)
R
dlour _ 19Vge1  Vig dR
dT R 4T R? 0T (4.229)
~ 1 dVegr  104R
= Iloyr (—*VBEI T RIT (4.230)
Therefore,
TCy = 1 dloyr _ _1 Vg _14R @.231)

lovr T ~ Vg 9T  RIT
Thus the temperature dependence of the output current is related to the difference between

- the resistor temperature coefficient and that of the base-emitter junction. Since the former
has a positive and the latter a negative coefficient, the net 7Cr is quite large,

e

EXAMPLE

Design a bias reference as shown in Fig. 4.38a to produce 100 KA output current. Find
the 7Cr. Assume that for Ty, Is = 10714 A. Assume that OVeeldT = —2mV/°C and that
(I/RYORIOT) = +1500 ppm/°C.

The current in 7, will be equal to Ioyt, so that

100 wA
VBE] = VT In m = 598 mV
Thus from (4.228),
598 mv
= =35. 9}
R 0.1 mA 598k
From (4.231),
—2mV/°C _3 _3 _3
=——— " 15 x = -33 X - 15 x
TCr 508 mv L5 10 3.3 10 1.5 10 ‘

and thus

TCr =~4.8 X 1073/°C = —4800 ppry°C

The term ppm is an abbreviation for parts per million and implies a multiplier of 106,
For the threshold-referenced circuit of Fig. 4,385,

_Ves1 _V,
oyt = x = A (4.232)

Differentiating (4.232) and substituting into (4.227) gives

_ 1 BIOUT~ IaV,_ 1R ’ “
TCr = Ioutr 6T ~ V, T RaT (4.233) :
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Figure 4.40 Example of a Vge-
referenced self-biased circuit in
CMOS technology.

Since the threshold voltage of an MOS transistor and the base-emitter voltage of a bipolar

transistor both change at about —2 mV/°C, (4.233) and (4.231) show that the temperature
dependence of the threshold-referenced current source in Fig. 4.38b is about the same as
the Vgg-referenced current source in Fig. 4.38a.

Vgg-referenced bias circuits are also used in CMOS technology. An example is shown
in Fig. 4.40, where the pnp transistor is the parasitic device inherent in p-substrate CMOS
technologies. A corresponding circuit utilizing npn transistors can be used in n-substrate
CMOS technologies. The feedback circuit formed by M, M3, Mg, and Ms forces the
current in transistor Q; to be the same as in resistor R. Assuming matched devices, Vgsy =

Vs and thus
_ Vaai (4.234)

An alternate source for the voltage reference is the thermal voltage Vr. The difference
in junction potential between two junctions operated at different current densities can be
shown to be proportional to V7. This voltage difference must be converted to a current to
provide the bias current. For the Widlar source shown in Fig. 4.31a, (4.190) shows that
the voltage across the resistor R; is

JoutRy = Vr In 22 Is2 (4.235)

lout Is1
Thus if the ratio of the input to the output current is held constant, the voltage across Ry
is indeed proportional to V. This fact is utilized in the self-biased circuit of Fig. 4.41.
Here Q5 and Q4 are selected to have equal areas. Therefore, if we assume that Br = ®
and V,, — oo, the current mirror formed by Qs and Q4 forces the collector current of Qi to
equal that of Q5. Figure 4.41 also shows that Q; has two emitters and Q) has one emitter,
which indicates that the emitter arca of Q5 is twice that of Q) in this example. This selection
is made to force the gain around the positive feedback loop at point B in Fig. 4.37b to be
more than unity so that point B is an unstable operating point and a stable nonzero operating
point exists at point A. As in other self-biased circuits, a start-up circuit is required to make
sure that enough current flows to force operation at point A in Fig. 4.37bin practice. Under
these conditions, Is; = 2I5; and the voltage across R; is .
In Is

IOUTRZ = VT In——--"= = VT In 2
lout Is1

(4.236)
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Therefore, the output current is
V
Iour = R—f In 2 (4.237)

The temperature variation of the output current can be calculated as follows. From
(4.237)

Pz IR,
dlour _ ot Tar
oy -2 B 5
Vr 1 oVr 1 R,
= —(I2)|[—— — ——=
R, 2 (VT T R aT) 4.238)
Substituting (4.237) in (4.238) gives
1 di 1 9V 1 JR
TC oor _ _ T 772 (4.239)

F= Tour 9T Vi T R, dT

This circuit produces much smaller temperature coefficient of the output current than the
Ve reference because thé fractional sensitivities of both V7 and that of a diffuséd Tesistor
R, are positive and tend to cancel in (4.239). We have chosen a transistor area ratio of
two to one as an example. In practice, this ratio is often chosen to minimize the total area
required for the transistors and for resistor R;.

EXAMPLE

Design a bias reference of the type shown in Fig. 4.41 to produce an output current
of 100 pA. Find the TCr of Ioyr. Assume the resistor temperature coefficient
(I/R)JRIIT) = +1500 ppm/°C.

From (4.237)

_Vrn2 - 26 mV)(ln 2)

Tour 00 A 1800

Ry

o
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From (4.239)
L dlour _ L V500« 1076 = 1 VT 1500 x 107
Tour T Vr oT Vi T

11500 x 1076
T

il

Assuming operation at room temperature, T = 300°K and

1 dlour
Iour oT

Vp-referenced bias circuits are also commonly used in CMOS technolog)./..A Sin}ple
example is shown in Fig. 4.42, where bipolar transistors O and O are paras1t1§ dev1c§s
inherent in p-substrate CMOS technologies. Here the emitter areas of these Frans1stors dif-
fer by a factor n, and the feedback loop forces them to operate at the same bias current. As
a result, the difference between the two base-emitter voltages must appear across resistor
R. The resulting current is

~13300 X 1075 — 1500 x 107 = 1800 ppm/°C

four = L) 11:(") (4.240)

In the circuit of Fig. 4.42, small differences in the gate-source voltages of M3 and
M, result in large variations in the output current because the voltage drop across R. is
only on the order of 100 mV. Such gate-source voltage differences can result from. device
mismatches or from channel-length modulation in M5 and M4 because they h:.we different
drain-source voltages. Practical implementations of this circuit typigally utilize large ge-
ometry devices for M3 and M, to minimize offsets and cascode or Wilson curr;m sources
to minimize channel-length modulation effects. A typical example of a practical circuit
is shown in Fig. 4.43. In general, cascoding is often used to improve the perfonnancq of
reference circuits in all technologies. The main limitation of the application of caschmg
is that it increases the minimum required power-supply voltage to operate all transistors
in the active region.
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1 ) Figure 4.42 Example of a CMOS Vr-
= referenced self-biased circuit.
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4.4.3 Temperature-Insensitive Biasing

As illustrated by the examples in Section 4.4.2, the base-emitter-voltage- and thermal-
voltage-referenced circuits have rather high temperature coefficients of output current.
Although the temperature sensitivity is reduced considerably in the thermal-voltage cir-
cuit, even its temperature coefficient is not low enough for many applications. Thus we
are led to examine other possibilities for the realization of a biasing circuit with low tem-
perature coefficient.

4.4.3.1 Band-Gap-Referenced Bias Circuits in Bipolar Technology
Since the bias sources referenced to Vpgen) and Vr have opposite T Cr, the possibility
exists for referencing the output current to a composite voltage that is a weighted sum of
Vaion and V7. By proper weighting, zero temperature coefficient should be attainable.
In the biasing sources described so far, we have concentrated on the problem of ob-
taining a current with low temperature coefficient. In practice, requirements often arise for
low-temperature-coefficient voltage bias or reference voltages. The voltage reference for
a voltage regulator is a good example. The design of these two types of circuits is similar
except that in the case of the current source, a temperature coefficient must be intentionally
introduced into the voltage reference to compensate for the temperature coefficient of the re-
sistor that will define the current. In the following description of the band-gap reference, we
assume for simplicity that the objective is a voltage source of low temperature coefficient.
First consider the hypothetical circuit of Fig. 4.44. An output voltage is developed that
is equal to Vgg(on plus a constant M times Vr. To determine the required value for M, we
must determine the temperature coefficient of Vpgon)- Neglecting base current,

I

VeE@n = Vr In s

(4.241)
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Figure 4.44 Hypothetical
T band-gap reference circuit.

As shown in Chapter 1, the saturation current Is can be related to the device
structure by
I = qAn D,
ST 08
where n; is the intrinsic minority-carrier concentration, O is the total base doping per unit
area, fi,is the average electron mobility in the base, A is the emitter-base junction area, and

T is the temperature. Here, the constants B and B’ involve only temper_ature-indep?ndem
quantities. The Einstein relation pn, = (¢/kT)Dy wWas used to write Is in terms of fin and

n?. The quantities in (4.242) that are temperature dependent are given by'
g, =CT™" (4.243)

n? = DT exp (— Z@) (4.244)
Vr

= Br’D, = B'niTjtn (4.242)

where Vg is the band-gap voltage of silicon extrapolated to 0°K. Here aggin Cand D are
temperature—independent quantities whose exact values are unimport'fmt in the analysis.
The exponent n in the expression for base-region electron mobility &, 18 depgndent on the
doping level in the base. Combining (4.241), (4.242), (4.243), and (4.244) yields

v
VBE(on) = Vr In (IlT—yE exp "—/GT—O) - (4245)
where E is another temperature-independent constant and R
y=4-n (4.246)

In actual band-gap circuits, the current I, is not constant but varies with temperature. :V:’;
assume for the time being that this temperature variation is known and that it can be wrilte

in the form
I, = GT® 4247
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where G is another temperature-independent constant. Combining (4.245) and (4.247)
gives

Vigon = Voo — Vrly —@)InT — IEG)] (4.248)
From Fig. 4.4, the output voltage is
Vour = Vaeen + MVr (4.249)
Substitution of (4.248) into (4.249) gives
Vour = Vgo — Vr{y —a)InT + Vy[M + In(EG)] (4.250)

This expression gives the output voltage as a function of temperature in terms of the circuit
parameters G, o, and M, and the device parameters E and y. Our objective is to make Vour
independent of temperature. To this end, we take the derivative of Vour with respect to
temperature to find the required values of G, ¥, and M to give zero TCr. Differentiating
(4.250) gives

o = Vour - Vro
at \|;.r, To

1+ nEG] - Dy~ Ty~ - @) (25D

where T is the temperature at which the TCp of the output is zero and Vg is the thermal
voltage Vi evaluated at T. Equation 4.251 can be rearranged to give

(M +InEG)] = (y — 0)InTo + (¥ — @) (4.252)

This equation gives the required values of circuit parameters M, «, and G in terms of the
device parameters E and . In principle, these values could be calculated directly from
(4.252). However, further insight is gained by back-substituting (4.252) into (4.250). The
result is

Vour = Voo + Vr(y - a)(l +1n %) (4.253)

Thus the temperature dependence of the output voltage is entirely described by the single
parameter 7o, which in turn is determined by the constants M, E, and G.
Using (4.253), the output voltage at the zero T Cr temperature (T = Tp) is given by

Vour | r_z, = Voo + Vroly — @) (4.254)
For example, to achieve zero TCr at 27°C, assuming thaty = 32and o = 1,
Vout | g, -asc = Vo +22Vro (4.255)

The band-gap voltage of silicon is Vgo = 1.205 V so that
Vour l T=Ty=25C = 1.205 V + (2.2)(0.026 V) = 1.262V (4.256)

Therefore, the output voltage for zero temperature coefficient is close to the band-gap
voltage of silicon, which explains the name given to these bias circuits. T
Differentiating (4.253) with respect to temperature yields

dVour _ L[y ¢ - To| _ Ve, _
aT f[Vr(v a)<1+lnTﬂ Y a)

v - a)YY_T. (ln -TT—O) (4.257)
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Figure 4.45 Variation of band-gap reference output voltage with temperature.

Equation 4.257 gives the slope of the output as a function of temperature. A typical family
of output-voltage-variation characteristics is shown in Fig,. 4.45 for different values of T
for the special case in which @ = O and I is temperature independent. The slope of each
curve is zero at T = To. When T < Ty, the slope is positive because‘the argument of the
logarithm in (4.257) is more than unity. Similarly, the slope is negative when T > Ty
For values of T near 7y,

Ty _ To-T\ _To-T (4.258)
ln? = ln(l + T ) T
and we have
dvour _ . Vr(To-T (4.259)
—r SO0 -oF ( T

As shown by (4.257) and (4.259), the temperature coefﬁcic?gt of the ou.tput is zero
only at one temperature T = To. This result stems from the addition of a welghteq ther}
mal voltage to a base-emitter voltage as in Fig. 4 44, Since the temperature coefficient o
base-emitter voltage is not exactly constant, the gain M can be chosen to set the tempera-
ture coefficient of the output to zero only at one temperature. In other wgrds, the therH}aé
voltage generator is used to cancel the linear dependence qf thf: base-cmitter voltage witl
temperature. After this cancellation, the changing outputs in Fig. 4.45 stem from the rlt([)ln-t
linear dependence of the base-emitter voltage with temperature. Band—gla;;;7r<1:§erenccs 2
compensate for this nonlinearity are said to be curvature compensated.’™ "

EXAMPLE .
A band-gap reference is designed to give a nominal output voltage of 1.262 v, Wl::lcr:
gives zero TCr at 27°C. Because of component variations, the actual room temperf: -
output voltage is 1.280 V. Find the temperature of actual zero T Cr of Voyr. Also, wrt te :
equation for Voyr as a function of temperature, and calculate the T Cr at room temperatt
Assume thaty = 32 anda = 1.
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From (4.253) at T = 27°C = 300°K,

- To
1.280V = 1.205 + (0026 V)(22) <1 +In m)
and thus

. 18 mV
P5imv

Therefore, the TCr will be zero at Tp = 411°K = 138°C, and we can express Voyr as
411°K) '

T = 300°K<e )= 4K

Vour = 1.205V + 57 mV (l +1In

From (4.259) with T = 300°K and Ty = 411°K,

dVour ) 2)26 mV (411 — 300
dT 7300°K 300

Therefore, the T'Cr at room temperature is

1 dVour _ 70 pV/°C
Vour dT 1.280 V

To reduce the T Cp, the constant M in (4.249)—(4.252) is often trimmed at one tem-
perature so that the band-gap output is set to a desired target voltage.!® In principle, the
target voltage is given by (4.253). In practice, however, significant inaccuracy in (4.253)
stems from an approximation in (4.244).%° As a result, the target voltage is usually deter-
mined experimentally by measuring the 7 Cr directly for several samples of each band-gap
reference in a given process.?!?? This procedure reduces the TC at the reference temper-
ature to a level of about 10 ppn/ °C.

A key parameter of interest in reference sources is the variation of the output that is
encountered over the entire temperature range. Since the 7Cr expresses the temperature
sensitivity only at one temperature, a different parameter must be used to characterize the
behavior of the circuit over a broad temperature range. An effective temperature coefficient
can be defined for a voltage reference as

)= 70 WV/I°K = 70 wV/I°C

TCr =

== 55 ppm/°C

TCresry =

! (VMAX ~ Vi ) (4.260)

Vour \Tmax — Tvmv

where Vimax and Vyy are the largest and smallest output voltages observed over the tem-
perature range, and Tax — T is the temperature excursion. Voyr is the nominal output
voltage. By this standard, T Cpgr, over the —55 to 125°C range for case (b) of Fig. 4.45
is 44 ppm/°C. If the temperature range is restricted to 0 to 70°C, T Cresy improves to
17 ppm/°C. Thus over a restricted temperature range, this reference is comparable with
the standard cell in temperature stability once the zero TCr temperature has been set
at room temperature. Saturated standard cells (precision batteries) have a TCr of about
230 ppm/°C.

Practical realizations of band-gap references in bipolar technologies take on several
forms.!>1923 One such circuit is illustrated in Fig. 4.464.15 This circuit uses a feedback
loop to establish an operating point in the circuit such that the output voltage is equal to
a Vg (on) plus a voltage proportional to the difference between two base-emitter voltages.
The operation of the feedback loop is best understood by reference to Fig. 4.46b, in which
a portion of the circuit is shown. We first consider the variation of the output voltage V, as
the input voltage V is varied from zero in the positive direction. Initially, with V, = 0,
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devices 0y and Q, do not conduct and V, = 0. As V| is increased, Q; and 0, do not con-
duct significant current until the input voltage reaches about 0.6 V. When V; < 0.6V,
V, = V; since the voltage drop on R; is zero. When V) exceeds 0.6 V, however, 0,
begins to conduct current, corresponding to point (D in Fig. 4.46b. The magnitude of the
current in O is roughly equal to (Vy — 0.6 V)/R;. For small values of this current, Q;and
Q, carry the same current because the drop across Rs is negligible at low currents. Since
R, is much larger than Ry, the voltage drop across R; is much larger than (V; — 0.6 V), and
transistor (, saturates, corresponding to point (@in Fig. 4.46b. Because of the presence of
Rs, the collector current that would flow in @, if it were in the forward-active region has
an approximately logarithmic dependence on V;, exactly as in the Widlar source. Thus
as Vj is further increased, a point is reached at which Q, comes out of saturation be-
cause V; increases faster than the voltage drop across R,. This point is labeled point ®in
Fig. 4.46b.

Now consider the complete circuit of Fig. 4.46a. If transistor 05 is initially turned off,
transistor Q4 will drive V in the positive direction. This process will continue until enough
voltage is developed at the base of O3 to produce a collector current in Qs approximately
equal to 1. Thus the circuit stabilizes with voltage V2 equal to one diode drop, the base-
emitter voltage of 03, which can occur at point (D or point @ in Fig. 4.46b. Appropriate
start-up circuitry must be included to ensure operation at pgi_gg@w

Assuming that the circuit has reached a stable operating point at point @, the output
voltage Voyr is the sum of the base-emitter voltage of O3 and the voltage drop across R;.
The drop across R is equal to the voltage drop across R3 multiplied by R»/R3 because
the collector current of O, is approximately equal to its emitter current. The voltage drop
across Rz is equal to the difference in base-emitter voltages of 0y and Q. The ratio of
currents in Q7 and O, is set by the ratio of R; to Ry.

_A drawback of this reference is that the current / is sct by the power supply and may
vary with power-supply variations. A self-biased band-gap reference circuit is shown in
Fig. 4.46¢. Assume that a stable operating point exists for this circuit and that the op amp is
ideal. Then the differential input voltage of the op amp must be zero and the voltage drops
across resistors R and R, are equal. Thus the ratio of R; to R; determines the ratio of I;
1o I,. These two currents are the collector currents of the two diode-connected transistors
0, and Q,, assuming base currents are negligible. The voltage across Rj is

L1 Ry I
VR3 = AVBE = VBE] - V352 = VT hl—liz— = VT 111—22 (4261)
Ll Ry Isy
Since the same current that flows in Rs also flows in Ry, the voltage across R must be
Ry Ry Ry Ry sy
Vee = ==Vgs = =AVpg = —=Vr In -~ (4.262)
R= g VR = pAVe = TR T,

This equation shows that the voltage across R; is proportional to absolute temperature
(PTAT) because of the temperature dependence of the thermal voltage. Since the op amp
forces the voltages across R, and R; to be equal, the currents /; and /, are both proportional
to temperature if the resistors have zero temperature coefficient. Thus for this reference,
@ = 1in (4.247). The output voltage is the sum of the voltage across (s, R, and Ry

R
Vour = Vg2 + Vrs + Vo = Vo + (l + R_j)AVBE
= Vpgo + (1 + &>V7 In Rls _ Vg + MVy (4.263
R3 Ry Iy
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Figure 4.46 (a) Widlar band-gap ref-
erence. (b) Band-gap subcircuit. (c)
Improved band-gap reference.

()

The circuit thus behaves as a band-gap reference, with the value of M set by the ratios of
Rz/Rg, R2/R1, and 152/151.

4.4.3.2 Band-Gap-Referenced Bias Circuits in CMOS Technology

Band-gap-refcrenced biasing also can be implemented using the parasitic bipolar devices
inherent in CMOS technology. For example, in a n-well process, substrate pn p transistors
can be used to replace the npn transistors in Fig. 4.46¢, as shown in Fig. 4.47. Assume
that tt.le CMOS op amp has infinite gain but nonzero input-referred offset voltage Vg.
(The input-referred offset voltage of an op amp is defined as the differential input volt-
age required to drive the output to zero.) Because of the threshold mismatch and the low
transconductance per current of CMOS transistors, the offset of op amps in CMOS tech-

nologies is usually larger than in bipolar technologies. With the offset voltage, the voltage
across Rj is

Vrs = Vgpi — Vepr + Vos = AVgp + Vg (4.264)
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R, R,

Vour

2 o1 _ Figure 4.47 A band-
_L gap reference in n-well

= CMOS.

The emitter-base voltages are uscd here because the base-emitter voltages of the pnp
transistors operating in the forward-active region are negative. Then the voltage across

R2 is

R Ry - R 4.265
Ve = ‘}éVRS & (Vest — Vep2 + Vos) %S (AVep + Vos)  ( )

and the output voltage is'3
Vour = Vem + Vs + VR

= Vep + (1 + %)(AVEB + Vos) (4.266)
3

i i i i i i he thermal voltage,
Since the difference in the base-emitter voltages is proporﬂqnal to the | /
C(l)mpan'ng (4.266) with Vos = 0 to (4.249) shows that the gain M here is proportional to
(1 + R2/R»). Rearranging (4.266) gives

Vour = VEm + (1 + %)(AVEB) + Vos(ut (4.267)
3

where the output-referred offset is
R
Voseu = (1 + ié)vos (4.268)

Equations 4.267 and 4.268 show that the output contains an offset voltage that is a factor
of (1 + R»/R3) times bigger than the input-referred foset voltage.‘ Therefore,'tl:ie sartﬁz
gain that is applied to the difference in the base-emitter voltages is also applied to

i -referred offset voltage.

lnpu‘tbsrssume that the offse% voltage is independent of temperature. To set.TCp of the ovut-
put equal to zero, the gain must be changed so that temperature coefﬁqents of thet ﬂfg
and AVgp terms cancel. Since the offset is assumed to be temperature independent, y
cancellation occurs when the output is equal to the target, where zero ofiset was assximee;
plus the output-referred offset. If the gain is trimmed at T = Ty to set the output to a targ

voliage assuming the offset is zero, (4.267) shows that the gain is too  small if the offset

o S ; ; : .
voltage is positive and that the gain is too big if the offset voltageis negative. Since ethis
gain is applied to the PTAT terin, the resulting slope of the output versus tempf;.atuio
negative when the offset is positive and the gain is too small. On the oth¢r hand, this slope
i iti i i in is too big.
is positive when the offset is negative and the gain is a

We will now calculate the magnitude of the slope of the output versus temperatulgc o
= Tp. With zero offset and a target that assumes zero offset, trimming Rz and/or K3

i g
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set the output in (4.267) to the target forces the slope of the AVgg term to cancel the slope
of the Vgp term. With nonzero offset but the same target, the factor (1 + Ry/R;3) differs
from its ideal value after trimming by —Voseu)/AVgs. Since this error is multiplied by
AVgg in (4.267), the resulting slope of the output versus temperature is

dVour __[Vosweuw \dAVEg
dt | ;.p ~  \AVgs ) dr (4.269)
Since AVgp is proportional to the thermal voltage V7,

AVgp = HVr (4.270)

where H is a temperature-independent constant. Substituting (4.270) into (4.269) gives

dVaur Vosow HVr Voscouy
= —— — = - (4.271)
T~ | _q, HVr T |rog, To

Therefore, when the gain is trimmed at one temperature to set the band-gap output to a
desired target voltage, variation in the op-amp offset causes variation in the output temper-
ature coefficient. In practice, the op-amp offset is usually the largest source of nonzero tem-
perature coefficient.!® Equation 4.271 shows that the temperature coefficient at 7 = Tyis
proportional to the output-referred offset under these circumstances. Furthermore, (4.268)
shows that the output-referred offset is equal io the gain that is applied to the AVgp term
times the input-referred offset. Therefore, minimizing this gain minimizes the variation
in the temperature coefficient at the output. Since the reference output at T = T for zero
T Cr is approximately equal to the band-gap voltage, the required gain can be minimized
by maximizing the AVgg term.

To maximize the AVyp term, designers generally push a large current into a small

transistor and a small current into a large transistor, as shown in Fig. 4.48. Ignoring base
currents,

AVEB = VEBI - V532 = VT ln(ll{s—z) (4272)
I I '

Equation 4.272 shows that maximizing the product of the ratios I)/I; and Igo/I5; maxi-
mizes AVgp. In Fig. 4.48, 1, > I, is emphasized by drawing the symbol for /; larger
than the symbol for /;. Similarly, the emitter area of O, is larger than that of Q) to make
Isy > Iy, and this relationship is shown by drawing the symbol of O, larger than the sym-
bol of Q1.%* In practice, these ratios are often each set to be abaut equal to ten, and the re-
sulting AVgp = 120 mV at room temperature, Because the logarithm function compresses
its argument, however, a limitation of this approach arises. For example, if the argument
is increased by a factor of ten, AV increases by only Vr In(10) = 60 mV. Therefore, to

Voo
8) L 14
p— — AVig + —~
2] @

Figure 4.48 A circuit that increases AV by
= = =  increasing [1/]; and I5)/15;.
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VDD

Figure 4.49 A circuit that cascades emitter followers to double AVggp if Is3 =I5 and Isy = Iy,

double AVgg to 240 mV, (I,/1;)(Is,/1s)) must be increased by a factor' of 100 to 10,000.
On the other hand, if 01 and the transistors that form [, are r.ninimum—smed.dewces when
(I1/1:)(Isa2fIsy) = 100, the required die area would be dor}nnated by the biggest devices
(@ and/or the transistors that form I). Therefore, increasing (11/42)({52/1s1) from 100 to
10,000 would increase the die area by about a factor of 100 but only double AVgsp.

To overcome this limitation, stages that each contribute to AVgg can be cascaded.”
For example, consider Fig. 4.49, where two emitter-follower stages are cascaded. Here

AVeg = Vegs — Veps + Vepr — Ver (4.273)

Assume the new devices in Fig. 4.49 are identical to the corresponging f)riginal devices in
Fig. 448sothatz = L, [ = I Iz = Isy, and Isy = Isp. Then ignoring base currents

I Isx
AVeg = 2(Vepy — Vera) = 2Vrhn (7; E) (4.274)

My

Vour = Ve +xVrinn

Figure 4.50 Example of a Vgg-referenced self-biased reference circuit in CMOS technology.

A.4.7 MATCHING CONSIDERARTION IN CURRENT MIRRORS 327

Thus cascading two identical emitter followers doubles AVgy while only doubling the
required die area.

The effect of the offset in a band-gap reference can also be reduced by using offset
cancellation. An example of offset cancellation in a CMOS band-gap reference with cur-
vature correction in addition to an analysis of other high-order effects arising from finite
Br, Br mismatch, Br variation with temperature, nonzero base resistance, and nonzero
temperature coefficient in the resistors is presented in Ref. 18.

A high-performance CMOS band-gap reference is shown in Fig. 4.50, where cascoded
current mirrors are used to improve supply rejection. A Vr-dependent current from My
develops a Vr-dependent voltage across resistor xR. A proper choice of the ratio x can give
a band-gap voltage at Vour. If desired, a temperature-independent output current can be
realized by choosing x to give an appropriate temperature coefficient to Vour to cancel the
temperature coefficient of resistor R;.

APPENDIX
A.4.1 MATCHING CONSIDERARTION IN CURRENT MIRRORS

In many types of circuits, an objective of current-mirror design is generation of two or
more current sources whose values are identical. This objective is particularly important
in the design of digital-to-analog converters, operational amplifiers, and instrumentation
amplifiers. We first examine the factors affecting matching in active current mirrors in
bipolar technologies and then in MOS technologies.

A4.1.1 BIPOLAR

Consider the bipolar current mirror with two outputs in Fig. 4.51. If the resistors and tran-
sistors are identical and the collector voltages are the same, the collector currents will
match precisely. However, mismaich in the transistor parameters ar and Is and in the
emitter resistors will cause the currents to be unequal. For Qs,

I

I
Ve84 R =y (4.275)
Iss  aps

C) In o J e

0:

= Figure 4.51 Matched bipolar current sources.
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For Q4,

Vr In Iea | les g = vy (4.276y
Iss  aps

Subtraction of these two equations gives

Vr ln% -Vr In% + %R; - %& =0 4.277)
We now define average and mismatch parameters as follows:
Jo = Lo ;’_’Ci (4.278)
Alc = Ics — Ics (4.279)
I = LSi:zfl& (4.280)
Alg = Ig3 — Iss (4.281)
R = 53;’& (4.282)
AR=R;— R4 (4.283)
ap = 22 ;_L‘” (4.284)
Aap = ap3 — Fa (4.285)

These relations can be inverted to give the original parameters in terms of the average and
mismatch parameters. For example,

Al¢

Ics = Ic + T (4.286)
Ica = Ic — AIZE (4.287)
This set of equations for the various parameters is now substituted into (4.277). The
result is
Al
Ie+ 5F Is+ 5
VrlnI_AIC 'VTlnI__A_IE
¢ 2 )
AR Al AR
e ) e S5
+ 2 2)_ -0 (4.288)
Aar e — Aar
afF + ——2 F —'—2
The first term in this equation can be rewritten as
Al 1+ éI_C
I + — 2]
2 C : 4.289)
VT In Al = VT In AIC (
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If Alo12I¢ << 1, this term can be rewritten as

14 8 k
2 | e, Ale) |
Vr In “hlc =Vr ln[(l + e )(l + e (4.290)
2Ic :
Al Alc 2l
~Vr In (1 + A—IC—) (4292
Ic ;
where the squared term is neglected. The logarithm function has the infinite s¢ries
2
In(1+x) =x-— 5 + ... (4.293)
frxl, ;
In(l1 +x)=x (4.294)
To simplify (4.292) when Al¢c/Ic << 1, let x = Alc/lc. Then
Al
Ie+ =5 v
Ve in| ——2_ |=v, e L @295)
P Alc Ic R
cT P
Applying the same approximations to the other terms in (4.288), we obtain
R
%ﬁc—= —I——E %1—5+——5£7k~%§+9ﬂ5) (4.296)
c 14828 sy 8nT ar
5323 aF

We will consider two important limiting cases. First, since g = Ic/Vr, when g R < 1,
the voltage drop on an emitter resistor is much smaller than the thermal voltage. In this
case, the second term in (4.296) is small and the mismatch is mainly determined by the
transistor /g mismatch in the first term. Observed mismatches in s typically range from
+10 to *1 percent depending on geometry. Second, when gnR > 1, the voltage drop
on an emitter resistor is much larger than the thermal voltage. In this case, the first term
in (4.296) is small and the mismatch is mainly determined by the resistor mismatch and
transistor oy mismatch in the second term. Resistor mismatch typically ranges from *2
to 0.1 percent depending on geometry, and «r matching is in the +0.1 percent range
for npn transistors. Thus for npn current sources, the use of emitter resistors offers sig-
nificantly improved current matching. On the other hand, for pnp current sources, the
e mismatch is larger due to the lower B, typically around =1 percent. Therefore, the
advantage of emitter degeneration is less significant with pnp than npn current sources.

A4.1.2 MOS

Matched current sources are often required in MOS analog integrated circuits. The factors
affecting this mismatch can be calculated using the circuit of Fig. 4.52. The two transistors
M; and M, will have mismatches in their W/L ratios and threshold voltages. The drain
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VDD

ym ypz

—{| M, [: M,

Vs =
T T Figure 4.52 Matched MOS current
= sources.
currents are given by
It = %nncax(—‘;é)l(vgs - Va? (4.297)
Ioa = JnCon{ ) (Vs = Vio? “29%)
Defining average and mismatch quantities, we have
Ip = Ip erlm (4.299)
Alp = Ipy — I (4.300)
e L 1{(&) +(ﬂ” (@301
: L 2|\Lj \Ljp
AV _ (YL’) - <E) (4.302)
L \L) \L)
v, = Vﬂ__“z“ Viz (4.303)
AV, =Vy — Vn (4.304)

Substituting these expressions into (4.297) and (4.298) and neglecting high-order terms,
we obtain

A
Alp _ 7L _ __AV. (4.305)
Ip W (Vs — V2
L

The current mismatch consists of two components. The first is geometry dependent and
contributes a fractional current mismatch that is independent of bias poipt. The second
is dependent on threshold voltage mismatch and increases as the overdrive (Vgs — V}:;
is reduced. This change occurs because as the overdrive is reduced, the ﬁxed_tthhf) <
mismatch progressively becomes a larger fraction of the total gate drive that is applie
to the transistors and therefore contributes a progressively larger percentage error to the
current mismatch. In practice, these observations are important because they affect the
techniques used to distribute bias signals on integrated circuits. .

Consider the current mirror shown in Fig. 4.53, which has one input and two outputs.
At first, assume that Rg; = Rs; = 0. Also, assume that the input current i generated by @
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Ioun‘ ’ourz‘
o

M, :]} =2 M
A Rs2 Figure 4.53 Current mi ith tw
AVI\/\V A Nv gure 4. urrent mirror wi 0

outputs used to compare voltage- and
current-routing techniques.

circuit with desirable properties. For example, a self-biased band-gap reference might be
used to make /v insensitive to changes in the power supply and temperature. Finally,
assume that each output current is used to provide the required bias in one analog circuit
on the integrated circuit (IC). For example, M; and M3 could each act as the tail current
source of a differential pair.

One way to build the circuit in Fig. 4.53 is to place M| on the IC near the input current
source /v, while M3 and M3 are placed near the circuits that they bias, respectively. Since
the gate-source voltage of M; must be routed to M, and M; here, this case is referred to
as an example of the voltage routing of bias signals. An advantage of this approach is that
by routing only two nodes (the gate and the source of M) around the IC, any number of
output currents can be produced. Furthermore the gains from the input to each output of
the current mirror are not affected by the number of outputs in MOS technologies because
Br — . (In bipolar technologies, B is finite, and the gain error increases as the number
of outputs increase, but a beta-helper configuration can be used to reduce such errors as
described in Section 4.2.3.)

Unfortunately, voltage routing has two important disadvantages. First, the input and
output transistors in the current mirror may be separated by distances that are large com-
pared to the size of the IC, increasing the potential mismatches in (4.305). In particular,
the threshold voltage typically displays considerable gradient with distance across a wafer.
Therefore, when the devices are physically separated by large distances, large current mis-
match can result from biasing current sources sharing the same gate-source bias, especially
when the overdrive is small. The second disadvantage of voltage routing is that the output
currents are sensitive to variations in the supply resistances Rg; and Rg,. Although these
resistances were assumed to be zero above, they are nonzero in practice because of imper-
fect conduction in the interconnect layers and their contacts. Since Ioyt, flows in Rg, and
(loum: + Iout2) flows in Ry, nonzero resistances cause Vagy < Vgsy and Vg < Vg
when Ioyr; > Oandloyr; > 0. Therefore, with perfectly matched transistors, the output
currents are less than the input current, and the errors in the output currents can be pre-
dicted by an analysis similar to that presented in Section 4.4.1 for Widlar current sources.
The key point here is that Rs; and Ry; increase as the distances between the input and
output transistors increase, increasing the errors in the output currents. As a result of both
of these disadvantages, the output currents may have considerable variation from one IC
to another with voltage routing, increasing the difficulty of designing the circuits biased
by M, and M3 to meet the required specifications even if Iy is precisely controlled.

To overcome these problems, the circuit in Fig. 4.53 can be built so that M—-M3 are
close together physically, and the current outputs Joyrs and Ioyr: are routed as required
on the IC. This case is referred to as an example of the current routing of bias signals.
Current routing reduces the problems with mismatch and supply resistance by reducing
the distances between the input and output transistors in the current mirror in Fig. 4.53
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Voo mismatches in the collector load resistors. In the active-load case, the input offset voltage
results from nonzero base current of the load devices and mismatches in the input transis-
M, }_1—| M tors and load devices. Refer to Fig. 4.254. Assume the inputs are grounded. If the matching
$Iour1 is perfect and if Br — @ in T3 and Ty,
| [ Ms My Vour = Vece — [Vaes| (4.306)

Equation 4.306 holds because only this output voltage forces Vcgs = Vgy, Where Icy =
Icp and Ve = Vg, which is required by KVL when V= Vps.

The differential input required to drive the output to the value given by (4.306) is the
input-referred offset voltage. With finite Sr in the active-load transistors and/or device
mismatch, the offset is usually nonzero. In the active-load, KVL shows that

Vaes = Vies _ L. (4307
Solving (1.58) for Vpgs and Vg4 and substituting in (4.307) gives

Current
routing
bus

1
I
1
|
1
1
I
I
|
|

H ——JHL, VouTz
| ‘ Ics 1 Icyq 1
| T v\ 7| —v 4.308)
r M ——{l M M. My V Vv, (
1 : I:l ’ Figure 4.54 Bias-distribution Is| {4 Yems Isal |, Yera
Vas Vas

circuit using both current
routing and voltage routing.

|||—

Assume that the Early voltages of T3 and Ty are identical. Since:Vegs = Vcrs when

compared to voltage routing. One disadvantage of current routing is that it requires one ; (4.306) is satisfied, (4.308) can be simplified to
node to be routed for each bias signal. Therefore, when the number of bias outputs is large, ~ Tsa ‘
the die area required for the interconnect to distribute the bias currents can be m'uch.larger Icq = I3 (E) (4.309)
than that required with voltage routing. Another disadvantage of current routing is that . _
it can increase the parasitic capacitance on the drains of M, and Mj3. If these nodgs are : 7' Since Iy = —I¢q, (4.309) can be written as L
connected to circuits that process high-frequency signals, increased parasitic capacitance Ies o » |
can reduce performance in some ways. For example, if M> and M; act as the tail current Ier = —Ies <E> | (4.310)
sources of differential pairs, increased parasitic capacitance will increase the common- -
mode gain and reduce the common-mode rejection ratio of each differential pair at high From KCL at the collector of T3, ‘
: frequencies. ' ) 5 . ‘
In practice, many ICs use a combination of current- and voltage-routing techniques. Ici = —Ics {1 + (B_F_ )] @31

l ! For example, Fig. 4.54 shows a circuit with five current mitrors, where the input and output
‘ I currents are still referenced as in Fig. 4.53. If the current routing bus in Fig. 4.54 travels
‘ \ over a large distance, the parasitic capacitances on the drains of M, and M3 may be lar_ge.
; However, the parasitic capacitances on the drains of M7 and My, are n?inlrmzed by using
voltage routing within each current mirror. Although simple current mirrors are shown in

\ where S is the ratio of the collector to base current in the active-load devices. From KVL
{
’ ‘ Fig. 4.54, cascoding is often used in practice to reduce gain errors stemming from a finite

in the input loop,

Vip = Vi = V2 = Va1 — Ve (4.312)

Then the input offset voltage, Vs, is the value of V;p for which the output voltage is given
by (4.306). If the Early voltages of T} and T, are identical, solving (1.58) for Vgg; and

Early voltage. In ICs using both current and voltage routing, currents are routed globally
Vge2 and substituting into (4.312) gives

and voltages locally, where the difference between global and local routing depends on
| distance. When the distance is large enough to significantly worsen mismatch or s.upp.ly-
I resistance effects, the routing is global. Otherwise, it is local. An effective combination
:‘ ‘ of these bias distribution techniques is to divide an IC into blocks, where bias currents are
1) i‘ ; routed between blocks and bias voltages within the blocks.

]

[\

Icay I

Vos = V[D =Vr ln(lﬂ@) (4313)

because Vg = Vegn when (4.306) is satisfied. Substituting (4.310) and (4.311) in
(4.313) gives

Is3 Is2 2 ]
Vos = Vr In| 202 (1 4 2 4314
o8 ! n[1s4 1s1( BF) ( )

If the mismatches are small, this expression can be approximated as

Alsp  Alsy 2 >
Voo = Vrp | -2 — 225 + =
o8 ! (ISP Isy  Br

A.4.2 INPUT OFFSET VOLTAGE OF DIFFERENTIAL PAIR WITH ACTIVE LOAD

A.4.2.1 BIPOLAR

. . . M t
For the resistively loaded emitter-coupled pair, we showed in Chapter 3 that the 1;11(7)‘1;
offset voltage arises primarily from mismatches in /s in the input transistors and fr

e

4.315)
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using the technique described in Section 3.5.6.3, where

Algp = Is3 — Is4 (4.316)
Isp = l&;—lﬁ 4.317)
Algy = Is1 — Is2 (4.318)
Iy = Iil_“;—ls—z 4.319)

In the derivation of (4.315), we assumed that the Early voltages of matched transistors
are identical. In practice, mismatch in Early voltages also contributes to the offset, but the
effect is usually negligible when the transistors are biased with collector-emitter voltages
much less than their Early voltages.

Assuming a worst-case value for AlIg/is of =5 percent and a pnp beta of 20, the
worst-case offset voltage is

Vos = Vr(0.05 + 0.05 + 0.1) = 0.2Vr = 5mV (4.320)

To find the worst-case offset, we have added the mismatch terms for the pnp and npn
transistors in (4.320) instead of subtracting them as shown in in (4.315) because the
mismatch terms are random and independent of each other in practice. Therefore, the
polarity of the mismatch terms is unknown in general. Comparing (4.320) to (3.219)
shows that the actively loaded differential pair has significantly higher offset than the
resistively loaded casc under similar conditions. The offset arising here from mismatch
in the load devices can be reduced by inserting resistors in series with the emitters of
T; and T4 as shown in Section A.4.1. To reduce the offset arising from finite Br in the

- load devices, the current mirtor in the load can use a beta helper transistor as described

in Section 4.2.3.

A.4.22 MOS

The offset in the CMOS differential pair with active load shown in Fig. 4.25b is similar to
the bipolar case. If the matching is perfect with the inputs grounded,

Vour = Vop — |Vesl (4.321)

Equation 4.321 holds because only this output voltage forces Vpss = Vpss, Where ) = I
and Vgs; = Vgsa, which is required by KVL when V1 = Vo

The differential input required to drive the output to the value given by (4.321) is the
input-referred offset voltage. With device mismatch, the offset is usually nonzero.

Vip = Vasi — Vasz2 = Vi + Vou = V2 = Vo (4.322)

Assume that the Early voltages of T, and T, are identical. Since Vps1 = Vps2 = Vosy
when V;p = Vs, applying (1.165) to Vo1 and V3 in (4.322) gives

1 25 21
. | L [ _2h )y
Vos =V = Vot T3 Vo < T WID) k’(W/L)2> (

If the mismatches are small, this expression can be approximated as

. _ Voun (Al _ A(W/L)y 4.324)
VOSan Vo + > (—IN— WiDn 4
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using the technique described in Section 3.5.6.7, where

Vo = 2y
ov WDV + nVors) (4.325)

Aly =L~ I (4.326)
I = ]1 + 12
N= (4.327)
AW/L)y = (W/L); — (W/L) (4.328)
W/L)y, +
(WiL)y = QJLzLM_ (4.329)
Sincel; = ~Lyand I, = -1,
Aly _ Al
T (4.330)
where
Alp =1~ (4.331)
In = L+ 1
r=" (4.332)

To find Alp/Ip, we will use KVL in the gate-source loop in the load as follows
0=Ves3 = Vgsa = Vs + Vouz = Viu = Vouu (4.333)

]SEiml:e Tgl and T4 are p-channel transistors, their overdrives are negative. Assiime that the
arly voltages of T3 and T are identical. Since Vpg3 = Vpsa =

3 . ps3 = Vpsa =V when V, =V,
(4.333) can be rewritten as o " ”

= Vi~ Vi - 1 2L 21,
0=Vas—-V, 3l A
’ ! \/1 +JApVpse] (\/k’(W/L)3 \/k‘(W/L)4 (4.334)

In (4.334), absolgt; value functions have been used so that the arguments of the square-root
functions are positive. If the mismatches are small, this expression can be approximated as

Alp Vi —Vy + AW/L)p

Tr = Vel T WiDp (“.335)
2
using the technique described in Section 3.5.6.7, where
2|ip|
Vour| =
Vourl \/ ROWID)#(1 + ArVpsr) *.336)
AWIL)p = (WIL)s ~ (WIL)s (4.337)
WIL) + (W,
(WIL)p = QLZ(A (4.338)

Substituting (4.335) and (4.330) into (4.324) gives

_ Von{ Vs — Vi  AWIL)», AWIL
VOS—Vl‘V + N 13 t4+ P _ IN
! 2T T Vel (W/L)p (WiL)y (4.339)

2

e
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Comparing (4.339) 1o (4.315) shows that the MOS differential pair with active load if“
cludes terms to account for threshold mismatch but excludes a term to account for finite
beta in the active load because Br — « in MOS transistors.

] EXAMPLE
Find the input-referred offset voltage of the circuit in Fig. 4.25b using the transistor pa-
rameters in the table below.

Transistor Vi (V) W (um) L(pm) & (RA/VY)

T, 0.705 49 ! 100
T 0.695 51 1 100
T; -0.698 103 1 50
Ty -0.702 97 1 50

Assume that Itan, = 200 pA and that AyVpsy <1 and [APVDSPI <& 1. From (4.327)
and KCL,

_hth haw _ 0,4 (4.340)

Substituting (4.340) and (4.329) into (4.325) gives

200
=~ | v=02V (4.341)
Vo 100(49 + 512

Similarly, from (4.332) and KCL

Ll _ _Imu oo ua (4.342)
2 2

Substituting (4.342) and (4.338) into (4.336) gives

]p:

200
- | Vv =02V (4.343)
Vourl 50(103 + 97)/2

Substituting (4.337) and (4.328) into (4.339) gives
Vos = 0705V ~ 0695 V

0698 +0702  103-97 _ 49 -5l )
+0.1 01 A3 1972 @9 +3002
~0.01 V +0.1(0.04 4 0.06 + 0.04) V = 0.024 V (4.344)

In this example, the mismatches have been chosen so that the individual contributions {0
m the offset add constructively to give the worst-case offset.

PROBLEMS

For the bipolar transistors in these problems, in Fig. 2.30 and Fig. 2.35, unless otherwisé
use the high-voltage device parameters given  specified. Assume that r, = 0 and 7y

- ®©

in all problems. Assume all bipolar transistors
operate in the forward-active region, and ne-
glect base currents in bias calculations unless
otherwise specified.

4.1 Determine the output current and output
resistance of the bipolar current mirror shown in
Fig. 4.55. Find the output current if Vour =
1V,5V,and 30 V. Ignore the effects of nonzero
base currents. Compare your answer with a SPICE
simulation.

Vo= 15 \)
R=10kQ
you*r
——-I +
\ Vour
04 [0} Q3 Qs Os

Figure 4.55 Circuit for Problem 4.1.

4.2 Repeat Problem 4.1 including the effects of
nonzero base currents.

4.3 Design a simple MOS current mirror of
the type shown in Fig. 4.4 to meet the following
constraints:

(@) Transistor M, must operate in the active re-
gion for values of Vour to within 0.2 V of ground.

() The output current must be 50 A,

() The output current must change less than 1
percent for a change in output voltage of 1 V.

Make M, and M, identical. You are to minimize
the total device area within the given constraints.
Here the device area will be taken to be the total
gate area (W X L product). Assume X, = 0 and take
other device data from Table 2.4.

44 Calculate an analytical expression for the
small-signal output resistance R, of the bipolar cas-
code current mirror of Fig. 4.8. Assume that the in-
Pput current source is not ideal and that the nonide-
ality is modeled by placing a resistor Ry in parallel
with Iy, Show that for large R, the output resis-
Fance approaches Bqr,/2. Calculate the value of R,
Vee =SV, I = 0,and R, = 10k}, and esti-
mate the value of Vur below which R, will begin
10 decrease substantially. Use SPICE to check your
?&lculations and also to investigate the B sensitiv-
Uty by varying B by —50 percent and examining
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Ioyt. Use SPICE to plot the large-signal loyr-Vour
characteristic.

4.5 Calculate the output resistance of the circuit
of Fig. 4.9, assuming that I;y = 100 pA and the
devices have drawn dimensions of 100 pm/l pm.
Use the process parameters given in Table 2.4, and
assume for all devices that X, = 0. Also, ignore
the body effect for simplicity. Compare your an-
swer with a SPICE simulation and also use SPICE to
plot the Igyr-Vour characteristic for Vout from
Oto3 V.

4.6 Using the data given in the example of Sec-
tion 1.9, include the effects of substrate leakage in
the calculation of the output resistance for the cir-
cuit of Problem 4.5. Let Voyr = 2V and3 V.

4.7 Design the circuit of Fig. 4.11b to satisty
the constraints in Problem 4.3 except the output re-
sistance objective is that the output current change
less than 0.02 percent for a 1 V change in the output
voltage. Ignore the body effect for simplicity. Make
all devices identical except for M4. Use SPICE to
check your design and also to plot the Iour-Vout
characteristic for Voyr from 0 to 3 V.

4.8 For the circuit of Fig. 4.56, assume that
(W/L)y = (W/L). Ignoring the body effect, find
(W/L) and (W/L); so that Vpgg = Vpg1 = Vus.
Draw the schematic of a double-cascode current
mirror that uses the circuit of Fig. 4.56 to bias both
cascode devices in the output branch. For this cur-
rent mirror, calculate the output resistance, the min-
imum output voltage for which all three transistors
in the output branch operate in the active region,
the total voltage across all the devices in the input
branch, and the systematic gain error.

VDD

b

,__{ MB

Mg
Figure 4.56 Circuit for ~,

= Problem 4.8. i

4.9 Calculate the output resistance of the Wil-
son current mirror shown in Fig. 4.57. What is




[ ®w

e

o

w
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the percentage change in four for a 5-V change
in Vour? Compare your answer with a SPICE
simulation using a full device model. Use SPICE
to check the Br sensitivity by varying Br by
— 50 percent and examining Iour. Also, use SPICE
to plot the large-signal Iout-Vour characteristic for
Vour from Oto 15 V.

+15V

Figure 4.57 Cir-
cuit for Problem
4.9.

4.10 Calculate the small-signal voltage gain of
the common-source amplifier with active load in
Fig. 4.16b. Assume that Vpp = 3 V and that all
the transistors operate in the active region. Do the
calculations for values of Iger of 1 mA, 100 pA,
10 pA, and | pA. Assume that the drawn dimen-
sions of each transistor are W = 100 pmand L =
1 pm. Assume X; = 0 and use Table 2.4 for other
parameters.

(@) At first, assume the transistors operate in
strong inversion in all cases.

(b) Repeat part (a) including the effects of
weak inversion by using (1.253) with n = 1.5
to calculate the transconductance of M. Assume
that a transistor operates in weak inversion when
its overdrive is less than 2nVy, as given in
(1.255).

©) Usc SPICE to check your calculations for
both parts (a) and (b).

4.11 Calculate the small-signal voltage gain of
a common-source amplifier with depletion load
in Fig. 4.20, including both the body effect and
channel-length modulation. Assume that Vpp =
3 V and that the dc input voltage is adjusted so
that the dc output voltage is 1 V. Assume that M,
has drawn dimensions of W = 100 pm and L =
1 wm. Also, assume that M has drawn dimensions
of W = 10 wm and L = 1 pm. For both transis-
tors, assume that X; = 0. Use Table 2.4 for other
parameters of both transistors.

4.12 Determine the unloaded voltage gain
v,/v; and output resistance for the circuit of
Fig. 4.58. Check with SPICE and also use SPICE
to plot out the large-signal Vo-V; transfer charac-
teristic for Vsup = 2.5 V. Use SPICE to determine
the CMRR if the current-source output resisiance
is 1 M.

4.13 Repeat Problem 4.12, but now assuming
that 2-kQ) resistors are inserted in series with the
emitters of O3 and Qq.

4.14 Repeat Problem 4.12 except replace 0,
and Q, with n-channel MOS transistors M, and
M,. Also, replace Q3 and @ with p-channel MOS
transistors M3 and M. Assume W, = 50 pm
and W, = 100 um. For all transistors, assume

+Vaup

O

+
Vi=Vi+vy;

I

Figure 458 Circuit for Problem 4.12.

100 pA

~Vsup
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+Vsup

Q7

Qs

Qs

—e

+
Vi=Vi+v;

1 éz )

Figure 4.59 Cascode active-load circuit for Problem 4.16.

Lirwn = 1 pmand X; = 0. Use Table 2.3 for other
parameters.

4.5 Repeat Problem 4.14, but now assuming
that 2 k) resistors are inserted in series with the
sources of M3 and M. Ignore the body effect.

4.16 Determine the unloaded voltage gain v,/v;
and output resistance for the circuit of Fig. 4.59. Ne-
glect .. Verify with SPICE and also use SPICE to
plot the large-signal V-V, transfer characteristic
for Vsup = 2.5V,

417 Repeat Problem 4.16 except replace the
npn and pnp transistors with n-channel and p-
channel MOS transistors, respectively. Assume
W, = 50 pm and W, = 100 pm. For all tran-

 sistors, assume Lgwn = ! wm and X; = 0. Let

han. = 100 pA. Ignore the body effect. Use
Table 2.3 for other parameters.

418 Find G.[dm] of a source-coupled pair
with a current-mirror load with nonzero mismatch

- {Fig. 4.29b) and show that it is approximately given

by (4.184). Calculate the value of G,,[dm] using the
following data;

Tl Tz T} T4 T5
&« (mMA/N) 105 095 1.1 09 20
M) 095 105 10 10 0S5
\

Compare your answer with a SPICE simulation.
Also, compare your answer to the result that would
apply without mismatch.

4.19 Although G,[cm] of a differential pair
with a current-mirror load can be calculated ex-
actly from a small-signal diagram where mismatch
is allowed, the calculation is complicated because
the mismatch terms interact, and the results are
difficult to interpret. In practice, the mismatch
terms are often a small fraction of the correspond-
ing average values, and the interactions between
mismatch terms are often negligible. Using the
following steps as a guide, calculate an approxi-
mation to Gplem] including the effects of
mismatch.

(a) Derive the ratio i/v;. included in (4.165)
and show that this ratio is approximately 1/2r,
as shown in (4.185) if €4 << 2, gpnron =>> 1, and
28natuit > 1.

(b) Use (4.173) to calculate e, with perfect
matching, where €, represents the gain error of the
differential pair with a pure common-mode input
and is defined in (4.161).

(¢) Calculate €4 if 1/g,3
mismatch is gm # gm2.

() Calculate €4 if 1/g,3 = 0 and if the only
mismatch is r,; # 1.

0 and if the only
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(e) Now estimate the total €4 including mis-
match by adding the values calculated in parts (b),
(c), and (d). Show that the result agrees with (4.1 86)
if Em3T o(dp) > 1.

 Calculate €, which represents the gain er-
ror of the current mirror and is defined in (4.133).
Show that the result agrees with (4.187).

() Calculate the value of Gplcm] using
(4.185) and the CMRR for the data given in Prob-
lem 4.18. Compare your answer with a SPICE sim-
ulation. Also, compare your answet to the result
that would apply without mismatch.

4.20 Design a Widlar current source using npn
transistors that produces a 5-j1.A output current. Use
Fig. 4.31a with identical transistors, Vec = 30V,
and R, = 30 kQ. Find the output resistance.

421 In the design of a Widlar current source of
Fig.4.31ato producea specified output current, two
resistors must be selected. Resistor R, sets Iix, and
the emitter resistor R; sets Jour. Assuming a supply
voltage of Ve and a desired output current Jour,

determine the values of the two resistors so that the
total resistance in the circuit is minimized. Your an-
swer should be given as expressions for Ry and R,
in terms of Ve and Iopr. What values would these
expressions give for Problem 4.20? Are these val-
ues practical?

422 Determine the output current in the circuit
of Fig. 4.60.

Vee=15V

20 kQ

VOUT

[ QZ

10 kQ

Figure 4.60 Circuit for Problem 4.22.

423 Design a MOS Widlar current source us-
ing the circuit shown in Fig. 4.31b to meet the fol-
lowing constraints with Vpp = 3V:

(a) The input current should be 100 wA, and
the output current should be 10 RA.

® Vo =02V,

(¢) Transistor M, must operate in the active re-
gion if the voltage from the drain of M> 1o ground
is atleast 0.2 V.

(d) The output resistance should be 50 MQ).

Ignore the body effect. Assume Larwn = 1 pm
and X; = Ly = 0. Use Table 2.4 for other
parameters.

4.24 Design the MOS peaking current source in
Fig. 4.34 so that oyt = 0.1 pA.

(@) First, let Iy = 1 pA and find the required
value of R.

(b) Sccond, let R = 10 kQ and find the re-
quired /.

In both cases, assume that both {ransistors are
identical and operate in weak inversion with I, =
0.1 pAand n = L.5. Also, find the minimum W/L
in both cases, assuming that Vs — V. < Oisre-
quired to operate a transistor in weak inversion as

shown in Fig. 1.45.

4.25 Determine the output current and output
resistance of the circuit shown in Fig. 4.61.

+15V
13.7 kQ
VOUT
0 O3
700 Q
04

L

Figure 4.61 Circuit for Problem 4.25.

426 Determine the value of sensitivity S of
output current to supply voltage for the circuit of
Fig. 4.62, where § = (Vec/lour)(@lout/dVec):

427 In the analysis of the hypothetical refer-
ence of Fig. 4.44, the current I; was assumed pro-
portional to temperatuse. Assume instead that this
current is derived from a diffused resistor, and thus
has a TCr of —1500 ppm/°C. Determine the 16V
value of Vour required to achieve zero TCr &t
25°C. Neglect base current.

" Tour
Ry % 10 kQ

*KQz

R2<T;1kﬂ

Figure 4.62 Circuit for Problem 4.26.

L

4.28 The circuit of Fig. 4.46¢ is to be used as
a band-gap reference. If the op amp is ideal, its

* differential input voltage and current are both zero

and
Vour = (Veer + [1R1) = (Veey + 12R;)

Vae) — VBEZ)

Vour = Vae1 + Rz( R
3

Assume that Iy is to be made equal to 200 p.A, and
that (Vg1 — Vg2) is to be made equal to 100 mV.
Determine R, R;, and Rj to realize zero TCr of
Vour at 25°C. Neglect base currents.

} 4.29 Aband-gap reference like that of Fig. 4.47
is designed to have nominally zero 7Cr at 25°C.
Due to process variations, the saturation current
I5 of the transistors is actually twice the nominal
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value. Assume Vgg = 0. What is dVour/dT at
25°C? Neglect base currents.

4,30 Simulate the band-gap reference from
Problem 4.29 on SPICE. Assume that the amplifier
is just a voltage-controlled voltage source with an
open-loop gain of 10,000 and that the resistor val-
ues are independent of temperature. Also assume
thatIs; = 1.25x 10°7 AandIs; = 1 X 10716 A,
In SPICE, adjust the closed-loop gain of the am-
plifier (by choosing suitable resistor values) so that
the output TCr is zero at 25°C. What is the re-
sulting target value of Vour? Now double I and
Is,. Use SPICE to adjust the gain so that Voyr is
equal to the target at 25°C. Find the new dVour/dT
at 25°C with SPICE. Compare this result with the
calculations from Problem 4.29.

4.31 Repeat Problem 4.29 assuming that the
values of Is, Ry, and R; are nominal but that R;
is 1 percent low. Assume Vpgen = 0.6 V.

4.32 A band-gap reference circuit is shown in
Fig. 4.63. Assume that Bz ~> ®, V4 — o, Ig; =
1x107% A, and Is; = 8 X 107" A, Assume the
op amp is ideal except for a possibly nonzero offset
voltage Vs, which is modeled by a voltage source
in Fig. 4.63.

(a) Suppose that R, is trimmed to set Vour
equal to the target voltage for which dVour/dT =
0 at T = 25°C when Vps = 0. Find dVour/dT at
T = 25°C when Vs = 30 mV.

(b) Under the conditions in part (a), is
dVour/dT positive or negative? Explain.

4.33 For the circuit of Fig. 4.64, find the value
of W/L for which dVgss/dT = 0 at 25°C. Assume
that the threshold voltage falls 2 mV for each
1°C increase in temperature. Also, assume that the

R1$
1kQ

<

Figure 4.63 Band-gap reference circuit for Problem 4.32.
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mobility temperature dependence is given by
(4.243) with n = 1.5. Finally, use Table 2.4 for
other parameters at 25°C, and let / = 200 pA.

Vop
! CP
Pra——
Y
Vos

Figure 4.64 Circuit for Problem 4.33.

4.34 Calculate the bias current of the circuit
shown in Fig. 4.65 as a function of R, u,C,;,
(W/L);, and (W/L),. Comment on the temperature
behavior of the bias current. For simplicity, assume
that X; = Ly = 0 and ignore the body effect. As-
sume M, is identical to M;.

VDD

Msl:] ] ¥

M, M, ‘IBIAS
HimE U]

L

Figure 4.65 Circuit for Problem 4.34.

4.35 The circuit of Fig. 4.65 produces a supply-
insensitive current. Calculate the ratio of small-
signal variations in Ipjas to small-signal variations
in Vpp at low frequencies. Ignore the body effect
but include finite transistor r, in this calculation.

4.36 For the bias circuit shown in Fig. 4.66,

determine the bias current. Assume that X, =
L; = 0. Neglect base currents and the body

effect. Comment on the temperature dependence
of the bias current. Assume a channel mobijl-
ity and oxide thickness from Table 2.4. Compare
your calculations to a SPICE simulation using a
full circuit model from Table 2.4, and also use
SPICE to determine the supply-voltage sensitivity
of Ipas.

+3V

Bipolar
transistors

Figure 4.66 Circuit for Problem 4.36.

4.37 A pair of bipolar current sources is to be
designed to produce output currents that match with
*1 percent. If resistors display a worst-case mis-
match of 0.5 percent, and transistors a worst-case
V3¢ mismatch of 2 mV, how much voltage must be
dropped across the emitter resistors?

4.38 Determine the worst-case input offset volt-
age for the circuit of Fig. 4.58. Assume the worst-
case Is mismatches in the transistors are =5 per-
cent and Br = 15 for the pnp transistors. Assume
the dc output voltage is Vsup — |VaE(on)-

4.39 Repeat Problem 4.38, but assume tl{at
2-k{) resistors are placed in series with the e.rmt—
ters of Q3 and Q4. Assume the worst-case resistor
mismatch is +0.5 percent and the worst-case pnp
Br mismatch is +10 percent.

4.40 Repeat Problem 4.38 but replace the bipo-
lar transistors with MOS transistors as in Problefn
4.14. Assume the worst-case W/L mismatches i
the transistors are =5 percent and the worst-case

V, mismatches are +10 mV. Assume the dc output
voltage to ground is Vsyp — |Vgs3|. Also, assume
that (W/L), +(W/L); = 20 and (W/L); +(W/L)s =
60. Use Table 2.4 to calculate the transconductance
parameters. ’
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5.1 Introduction

The output stage of an amplifier must satisfy a number of special requirements. One of
the most important requirements is to deliver a sEciﬁqg_ kgmgﬂugg_qfﬁsi{gnglr power to a
load with acceptably low levels of signal distortion. Another common objective of output-
§tage design is 10 minimize the output impedance SO that the voltage gaip is relatively
unaffected by the value of load impedance. A well-designed output stage should achieve
these performance specifications while consuming low quiescent pOWer and, in addition,
should not be a major limitation on the frequency response of the amplifier.

In this chapter, several output-stage configurations will be considered to satisfy the
above requirements. The simplest output-stage configurations are the emitter and source
followers. More complex output stages employing multiple output devices are also treated,
and comparisons are made of power-output capability and efficiency.

Because of their excellent current-handling capability, bipolar transistors are the pre-
ferred devices for use in output stages. Although parasitic bipolar transistors can be vsed
in some CMOS output stages, output stages in CMOS technologies are usually constructed
without bipotar transistors and are also described in this chapter.

¢lose A

An emitter-follower output stage is shown in Fig. 5.1. To simplify the analysis, positive
and negative bias supplies of equal magnitude Ve are assumed, although these supplies
may have different values in practice. When output voltage V, is zero, output current I,
s also zero. The emitter-follower output device 0, is biased to a quiescent current g by
current source 0. The output stage is driven by voltage Vi, which has a quiescent dc value
of Vje1 for Vo =0V. The bias compopents Ry, K3, and O @_Ee those used to bias other
stages in the ¢ circuit. Since the quiescent current Ipin Qp will sually be larger than the
reference current Iz, fesistor Ry is usually smaller than R, to accommodate this difference.
This circuit topology can

also be implemented in CMOS technologies using an MOS
current source for bias and the parasitic bipolar-transistor € itter follower available in
standard CMOS processes. Because aty large current flow to the substrate can initiate the
pnpn laich-up phenomenon described in

Chapter 2, however, this configuration should be
used carefully in CMOS technologies with lightly doped substrates. Extensive substrate
t?}?}iﬂ}he vicinity of the ’emit‘terl follower are essential to collect

5.2 The Emitter Follower as dn Output Stage

the substrate current flow.

5.2.1 Transfer Characieristics of the Emittetr-Follower

The circuit of Fig. 5.1 must handle large signal amplitudes; that is, the current and voltag®
swings resulting from the presence of signals may be a large fraction of the bias values:
As a result, the small-signa_}_ j}},élls,f@§Jl1§£,.DQXQ,DQQILBEQS#;%}%%&E}L up to this poy !
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+Vee

Figure 6.1 Emitter-follower output stage
with current-mirror bias.

“Vee
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performance of the stage.
Consider the circuit of Fi i
S s ol ig. 5.1. The large-signal transfer characteristic can be derived
E ‘ Vi=Vpe1 +V, (5.1)

In this case, the base-emi
3 -emitter voltage Ve of Q
In this case el 1 cannot be assumed constan
> fd resi;lt ;:;cel;ens‘of the collector currgnt 1.1 of Q7 and the saturation cur:egltltlm‘;;ttﬁe
1 is small compared with the output resistance of the transistors . ¢

kT {1
Vb 1 = —In L]
e ’ g \Is ¢
if Q; is in the erward-active region. Also
\%
I, =1 _°
cl o+ R, (5.3)

if @, is in the forward-activ i
.2 mm.my e i i i
S e rorara ¢ region and By is assumed large. Substitution of (5.3) and

V
Ig+ 2
kT Q
Vi=—In R |y,
g Ts (5.4

Equati n 5 iS a nonlin ar i
- B ear equat: i i
Q ) 4 q Q anrelatmg ir,,and i’ilfboth Q] and QZ aICl.ll the for WaId

The transfer characteristic from (5.4) h i
cas ' stic 4) has been plotted in Fig. 5.2. Fi nsider. th
s?‘&é@,,&lz%r% 5R€V ﬁiiirge, which is labeled R; ;. In this case, the ﬁrit fefxﬁ%%?ﬁ ht-h ng
v, Changés.,This res;el{)resems the base-emitter voltage Vp.y of Oy, is almost coistan;1 as
aTargo B« herefore. th stcelins fro_m the observation that the current in the load is small for
his oo Ax o es 1£ y rrent in Q7 and Vy,; are both almost constant as V,, changes i
sult, the center part of the transfer characteristic for Ry = Igu is r;g::ri;‘
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<o

I

Q, saturated

Vee = Vetsan

[=Vee * Vegrsaty + Vel

Vi

l vt
i Vet N (Vee = Veersay + Voer)
]

R 0, cutoff

oo ! ~IgR.2
R,
4 =Vee + Verasat)
0, saturated

Figure 5.2 Transfer characteristic of the circuit of Fig. 5.1 for alow (Rr,) and a high (Ry;) value
of load resistance.

a straight line with unity slope that is offset on the V; axis by ‘,/BEI.’ the quiescent va¥ue
of V1. This near-linear region depends on both 04 apd (- being in the fgrward-actlve
region. However, as V; is made large positive or negative, one of these devices saturates
and the transfer characteristic abruptly changes slope. .

Consider V; made large and positive. Output voltage V, follgws Vi unt.ﬂ Vo = Vee—
VcE1san at which point @ saturates. Tlli?ﬂﬂ?@“*@? Juqctlon of 0 is then forwa.rd
biased and large currents flow from base to collector. In practice, the transistor base resis-
tance (and any source résistance present) limit the curren‘t in the forward—})%ased colle.ctorf
base junction and prevent the voltage at the internal transistor base from rising apprgcmbly
higher. Further increases in V; thus produce little change in V, and Fhe chargcte'nsu.c flat-
tens out, as shown in Fig. 5.2. The value of V; required to cause thls.behavmr is slightly
larger than the supply voltage because Vi, is larger thgn the saturation voltage VCE(.sa!).
Consequently, thgpréceding stage often limits the maximum positive output voltage ina
practical circuit because a voltage larger than Vee usually cannot be generateq at the basg
of the output stage. (The portion of the curve for V; large positive yvherc Q) is satu.rat’e
actually has a positive slope if the effect of the collector series resistance rc of Qi is in-
cluded. In any event, this portion of the transfer characteristic must be avoided, b;cause
the saturation of O results in large nonlinearity and a major reduction of power gain.) .

Now consider V; made large and negative. The output voltage follows the mput.untll
V, = =Vec + Vegysan» at which point Q; saturates. (The voltage Qrop across R is as-
sumed small and is neglected. It could be lumped in with _the.saturatmn voltage VcEasa)
of 0 if necessary.) When Q, saturates, another discontinuity in the trans.fer curve oc}cut;lsé
and the slope abruptly decreases. For acceptable distortion performancf: in the circuit, n
voltage swing must be limited to the region between these two break points. As mention '
above, the driver stage supplying V; usually cannot produce values of V; that haye a I'Itme%f
nitude exceeding Ve (if it is connected to the same supply voltages) and the driver 18
then sets the upper limit.

Next consli)ger the case where R, in Fig. 5.1 has a relatively small value. Tﬁen Wg‘l’«il;

V, is made large and negative, the first term in (5.4) can be;cpme large. In particulat,
term approaches minus infinity when V,, approaches the critical value

Vo = ~IgRs (5.5
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In this situation, the current drawn from the load (—V,/R) is equal to the current Iy, and
device Q) cuts off, leax_@ng (> to draw the current /p from the load. Further decreases.
in V; produce no change in V,, and the transfer characteristic is the one labeled R, in
Fig. 5.2. The transfer characteristic for positive V; is similar for both cases.

For the case Ry = Ry, the stage will produce severe waveform distortion if V; is
a sinusoid with amplitude exceeding IpR;. Consider the two sinusoidal waveforms in
Fig. 5.3a. Waveform (D has an amplitude V; < IgR;; and waveform (2) has an amplitade
Va2 > IgR;,. If these signals are applied as inputs at V; in Fig. 5.1 (together with a bias
voltage), the output waveforms that result are as shown in Fig. 5.3b for R, = R;,. For the
smaller input signal, the circuit acts as a near-linear amplifier and the output is near sinu-
soidal. The output waveform distortion, which is apparent for the larger input, is termed
“clipping” and must be avoided in normal operation of the circuit as a linear output stage.
For a given Iy and Ry, the onset of clipping limits the maximum signal that can be han-
dled. Note that if /pRy is larger than V¢, the situation shown for R, = Ry; in Fig. 5.2
holds, and the output voltage can swing almost to the positive and negative supply voltages
before excessive distortion occurs.

5.2.2 Power Output and Efficiency

Further insight into the operation of the circuit of Fig. 5.1 can be obtained from Fig. 5.4
where three different load lines are drawn on the I, — V., characteristics of Q;. The equa-
tion for the load lines can be written from Fig. 5.1 and is

Veet = Voo — Uy = Ig)Ry (5.6)

Vot--- ®
[
o
S
°
>
5 t
g
Q
©

Val-—-5 ®
(]
=
8
s vH--
>
5 O]
g t
=]
8 v

Y
Y P Figure 5.3 (a) ac input signals ap-
Waveform fipping plied to the circuit of Fig. 5.1. (b) ac

output waveforms corresponding to
] the inputs in (a) with R; = R;,.
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Curves of
constant V, 4

1=Ria

Ry =R P {max fOT Rpz

[

|
‘:, . :

E Vee E [2 ‘;\rc = Veeagsay]

' ! Maximum possible
Veesat Veet IgRep value of V.

Figure 5.4 Load lines in the I,y — V.1 plane for emitter follower @, of Fig. 5.1.

when both Q) and Q; are in the forward-active region. The values of Vm_ and I are
related by (5.6) for any value of V; and the line includes the quiescent point Q, where
[y = Igand Ve, = Vee. Equation 5.6 is plotted in Fig. 5.4 for load resistances Ry, Ria,

“and Ry3 and the device operating point moves up and down these lines as V; varies. As

V; increases and V,.; decreases, ¢y eventually saturates, as was illustrated in Fig. 5.2.
As V,; decreases and V., increases, there are two possibilities as described above. If

R, is large (Ry)), V, decreases and V. increases until @, saturates. Thus the maxi-...

mum possible value that V.1 can attain is [2Vee — Verasan) and this value is rparked on
FIg 5.4, However, if R} is small (Ry,), the maximum negative value of V,, as illustrated
in Fig. 5.2 is —]QRL?gnd the maximumi possible value of Ve is (Voo + IpRia)-

Thus far no mention has been made of the maximum véltage lmitations of the output
stage. As described in Chapter 1, avalanche breakdown of a bipolar transistor occurs for
Vee = BVcgo in the common-emitter configuration, which is the worst case for break-
down voltage. In a conservative design, the value of V. in the circuit of Fig. 5.1 ghould
always be less than BV cpo by an appropriate safety margin. In the preceding analysis, the
maximum value that V,,; can attain in this circuit for any load resistance was calculated
as approximately 2V ¢, and thus BV o must be greater than this value.

Consider now the power relationships in the circuit. When sinusoidal signals are

present, the power dissipated in various elements varies with time. We are concerned bath

with the instantaneous power dissipated and with the average power dissipated. Instanta:

neous power is important when considering transistor dissipation with low-frequency of de

signals. The junction temperature of the transistor will tend to rise and fall with the instan
taneous power dissipated in the device, limiting the maximum allowable instantaneous
power dissipation for safe operation of any device. . ) i

Average power levels are important because the power delivered to a lpad is usuaCY
specified as an average value. Also note that if an output stage handles only high-frequen ¥

—
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signals, the transistor junction temperature will not vary appreciably over a cycle and the
average device power dissipation will then be the limiting quantity. ‘

Consider the output signal power that can be delivered to load Rz when a sinusoidal
input is applied at V;. Assuming that V,, is approximately sinusoidal, the average output
power delivered to Ry is

PL= V0l It
where V, and [, are the amplitudes (zero to peak) of the output sinusoidal voltage and cur-
rent. As described previously. the maximum output signal amplitude that can be attained
before clipping occurs depends on the value of R;. If P/ |max is the maximum value of P,
that can be attained before clipping occurs with sinusoidal signals, then

1

Prlmax = Evomiom (5.7a)

where V,,m and f(,,,, are the maximum values of \7,, and fa that can be attained before
clipping.

Consider the case of the large load resistance, R;;. Figures 5.2 and 5.4 show that
clipping occurs symmetrically in this case, and we have

Vom = Voo — Vereay (5.8)

assuming equal saturation voltages in Q1 and Q,. The corresponding sinusoidal output
current amplitude is /o = Vo/Ry;. The maximum average power that can be delivered
to Rz is calculated by substituting these values in (5.7a). This value of power can be inter-
mééometrically as the area of the triangle A in Fig. 5.4 since the base of the triangie
equals V,,, and its height is T,,,. As Ry, Is increased, the maximum average output power
that can be delivered diminishes because the triangle becomes smaller. The maximum out-
put voltage amplitude remains essentially the same but the current amplitude decreases as
Ry, increases.

If R, = Ry in Fig. 5.4, the maximum output voltage swing before clipping occurs is

Vom = IgR12 (5.9

The corresponding current amplitude is [, = Ip. Using (5.7a), the maximum average
output power Prlmax that can be delivered is given by the area of triangle B, shown in
Fig. 5.4. As Ry, is decreased, the maximum average power ti4t can be delivered is dimin-
ished.

An examination of Fig. 5.4 shows that the power-output capability of the stage is
maximized for B; = R;3, which can be calculated from (5.6) and Fig. 5.4 as

Vee — Vi
Riz = Yec T YCEGay (5.10)

Io
This load line gives the triangle of largest arca (C) and thus the largest average output
power. In this case, Vo = [Vee — Vig@an] and Loy, = [p. Using (5.7a), we have
1.

PL‘max = Evomiom

To calculate the efficiency of the circuit, the power drawn from the supply voltages
must now be calculated. The current drawn from the positive supply is the collector cur-
yéﬂf"of Q1. which is assumed sinusoidal with an average value Ip. The current flowing
in the negative supply is constant and equal to I, (feglecting bias current /g). Since the
§Upply voltages are constant, the average power drawn from the supplies is constant and
independent of the presence of sinusoidal signals in the circuit. The total power drawn

1
= E[Vcc = Veegayllp (5.1D)

SR
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from the two supplies is thus
Psupply = 2VCCIQ (512)

The power conversion efficiency (nc) of the circuit at an arbitrary output power leve]

is defined as the ratio of the average power delivered to the load to the average power

drawn from the supplies.
-
Pupply

nc (5.13)

Since the power drawn from the supplies is constant ip this circui?, the efficiency increases
as the output power increases. Also, since the previous analysis shoyvs that the power-
output capability of the circuit depends on the value of_ Ry, the c?fﬁmencx also depends
on R;. The best efficiency occurs for Ry = R;3 since th1§ value gives maximum average
power output. If Ry, = Ry3 and V, = V,n, then substitution of (5.11) and (5.12)in (5.13)
gives for the maximum possible efficiency

1 (1 VCE(sa[))

(5.14)
Vee

Thus if Veggay << Vee, the maximum efficiency of th.e stage is 1/4 or 2§ percgnt.
Another important aspect of circuit performance is the power. 91551patgd in the ac-
tive device. The current and voltage waveforms in 0 at ma)glmufn4s1gnal swing and with
Ri = Ry3 are shown in Fig. 5.5 (assuming Vcegsay = O.for 51mphcl.ty) together with th'elr
product, which is the instantaneous power dissipatlon‘m the t.ransxstor: The curve of in-
stantaneous power dissipation in @ as a function of time varies at. twice the signal fre-
quency and has an average value of one-half the quiescent value. This result can be shown

Vce1
2Vee b7 -
‘}om
i ltage
Vee Quiescent voltag
'
(a)
Ic1
2ly
iom
Iy Quiescent current
t
(8)
Figure 5.5 Waveforms for the =
;a Quiescent power  transistor ¢, of Figure 5.1 at
=~ IgVec full output with R, = Rus.
: (@) Collector-emitter voltage
< waveform. (b) Collector current
! waveform. (¢) Collector pow
€) dissipation waveform.
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analytically as follows. The instantaneous power dissipation in Q; is

Pcl = Vcellcl (515)
At maximum signal swing with a sinusoidal signal, P.; can be expressed as (from
Fig. 5.5)

V
Pcl = Vcc(l + sin a)t)IQ(l — sin g)t) = _%Ig(l + cos 2(0[) (5153)

The average value of P, from (5.15a) is Veclp/2. T}}us at maximum output the average
power dissipated in @, is half its quiescent value, and the average device temperature
_when delivering power with R, = Ry is less than its quiescent value. T
" Further information on the power dissipated in Q) can be obtained by plotting curves
of constant device dissipation in the /. — V., plane. Equation 5.15 indicates that such
curves are hyperbolas, which are plotted in Fig. 5.6 for constant transistor instantaneous
power dissipation values Pj, P, and Py (Where P; < P, < P3). The power hyperbola
of value P passes through the quiescent point Q, and the equation of this curve can be
calculated from (5.15) as

Py
I, = .
o=y (5.16)
The slope of the curve is
dIcl _ P 2
Nea V2,
and substitution of (5.16) in this equation gives
dl cl I cl
= — 5.17
d Vcel Vcel ( )
At the quiescent point Q, we have I;; = I and V,,; = V¢c. Thus the slope is
dl, 1
=2 (5.18)

chel Q Vcc

. From (5.6), the slope of the load line with R, = Ry3 is ~(1/Ry3). Using (5.10) for
Ry3 gives

1 __ I

. Ri3 Vee
Comparing (5.18) with (5.19) shows that the load line with R; = Ry3 is tangent to the
power hyperbola passing through the quiescent point, since both curves have the same....,
slope at that point. This result is illustrated in Fig. 5.6. As the operating point leaves the
quiescent point and moves on the load line with R, = R;3, the load line then intersects
constant-power hyperbolas representing lower power values; therefore, the instantaneous
device power dissipation decreases. This point of view is consistent with the power wave-
form shown in Fig. 5.5.

The load line for R, — o (open-circuit load) is also shown in Fig. 5.6. In that case, the
transistor collector current does not vary over a period but is constant. For values of V.
greater than the quiescent value, the instantaneous device power dissipation increases. The
maximum possible value of V..; is Ve — VeEasan)- At this value, the instantaneous
Power dissipation in Q; is approximately 2Veclp if Vegpysay << Ve This dissipation,,
18 twice the quicscent value of Veclg, and this possibility should be taken into account
‘Vﬁ.en considering the power-handling requirements of Q. At the other extreme of the
SWing where V,.; = 0, the power dissipation in 0, is also 2Vecly.

(5.19)

Ty
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ICT

EXAMPLE

Anoutput stage such as shown in Fig. 5.1 has the followin
5 kQ, R1 = Rz = 0, VCE(sat) =02 V, RL =
adjusted so that the dc output voltage is 0 volts
(@ Calculate the maximum avera
ping occurs, and the correspondin,
with this stage and what value of
signals are sinusoidal.

(o) Calculate the maximum possible instantaneous
the average power dissipation in Q) when V,

g parameters: Voo = 10V, R; =
1 k€). Assume that the dc input voltage js

g€ output power that can be delivered to R, before clip-
g efficiency. What is the maximum possible efficiency
Ry is required to achieve this efficiency? Assume the

High transistor
\ power dissipation

———

N

Ry = R34

power dissipation in ;. Also calculate
= 1.5 V and the output voltage is sinusoidal,

The solution proceeds as follows,
. (@ The bias current /, is first calculated.
RL N \\ S

//‘ %
VCC et VBE3 10 - 0.7 CoE
~ Iy = [, = & = =1

Py Vi o =1 R 5 mA =1 86 mA

~
.,
~—

e
Low transistor i
power dissipation

—
~~~~~~~~~~
~~~~~~~~~

_____

The product, IR, is given by

[2 Vee~ VCE?(sat)]

IpR; = 1.86 X1 = 1.86V -
Vee £

Since the dc output voltage is assumed to be volts, an
maximum sinusoidal output voltage swing is limited t
voltage swings and the situation corresponds to R, =
put voltage and current swings are thus Vo = 1.86V

Figure 5.6 Hyperbolas of constant instantaneous transistor power dissipation Py, P,, and P; in

the 1,1 — V., plane for emitter follower Oy of Fig. 5.1. Load lines are included for R; = 0,

d since IRy, is less than Vee, the
Ry = Ry3,and Ry — =. Note that P} < P, < P;.

0 1.86 V by clipping on negative
Ry, jn Fig. 5.4. The maximum out-
andl,, = 1.86 mA. The maximum

. i i average output power available from the circuit for sinusoidal signals can be calculated
A situation that is potentially even more damaging can occur if the ‘load is short cir- from (5.7a) as

cuited, In that case, the load line is vertical through the quiescent point, as ShQW{l in L .

"Fig. 5.6. With large input signals, the collector current (and thus the device power dissipa- Prlnax = Evoml om = 5 X186 X 1.86 mW = 1.73 mW

tion) of Q) can become quite large. The limit on collector current is set by the z_iblhty of the .

driver to supply the base current to Q;, and also by the high-current fall-off in Bf of Q;, The power drawn from the supplies is calculated from (5.12) as

described in Chapter 1. In practice, these limits may be sufficient to prevent bu}‘nogt of O :, Paupply = 2Veclp = 2% 10 X 1.86 mW = 37.2 mW

but current-limiting circuitry may be necessary. An example of such protection is given |

in Section 5.4.6. ) i The efficiency of the circuit at the output power level calculated above can be determined
A useful general result can be derived from the calculations above ipvolvmg load from (5.13) :

lines and constant-power hyperbolas. Figure 5.6 shows that the mammum instantaneous  Prlm 173 - 0047

device power dissipation for R; = R;3 occurs at the quiescent point Q.(smge Py <P < ; Nc = m T 373 T Y 4

P3), which is the midpoint of the load line if Veeasay << Vee. (The midpoint of the load ‘ . o ' L .

line is assumed to be midway between its intersections with the /. and V., axes.) It can.; The efficiency of 4.7 percent is quite Iow and i due to the limitation on the negative voltage

be seen from (5.17) that any load line tangent to a power hyperbola makes contact with swing.

the hyperbola at the midpoint of the load line. Consequently, the rpidpoint is the point .
of maximum instantaneous device power dissipation with any load llne.'Fo; example, in
Fig. 5.4 with R = Rp,, the maximum instantaneous device power dissipation occurs at
the midpoint of the load line where V. = L(Vee + IgR ). ,
An output stage of the type described in this section, “_/kwlgryg‘gp.e output device .always'
conducis ‘d@ppreciable current, is called a Class A output stage. This type 'of operation can
’ be realized with different trarSistor configuirations but always has a maximum efficiency
of 25 percent.

The maximum possible effy

ciency with this stage occurs for Ry =
-and Ry; is given by (5.10) as

= Ry3 in Fig. 5.4,

_ Vee - VCE(sat) _10-02 _
Ri3 = KIQ = {85 kQ) =527k0

In this instance, the maximum average power that can be delivered to the load before
clipping occurs is found from (5.11) as

Finally, the emitter follower in this analysis was assumed to have a gurrent sourcg
Ip in its emitter as a bias element. In practice, the current source is sometimes replace

. . o e
by a resistor connected to the negative supply, and such a configuration will give som

: ; : e
deviations from the above calculations. In particular, the output power available from th
circyit will be reduced.

PLImax = %[VCC - VCE(sat)]IQ = %(IO - 02)186 mwW = 911 mWw
The corresponding efficiency using (5.14) is

1 Versa 1 0.2
Mmax = Z{l — LCEG "J = Z(l - h) = 0.245

Vee 10
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This result is close to the theoretical maximum of 25 percent.

® The maximum possible instantaneous power dissipation in Q) occurs at the mid-
point of the load line. Reference to Fig. 5.4 and the load line R, = Ry, shows that this
occurs for

1 1
Ver = E(Vcc + IgRy) = 5(10 +1.86) =593V

The corresponding collector current in @y is Iy = 5.93/RL = 5.93mA since Ry, = 1k,
Thus the maximum instantaneous power dissipation in Q; is

Pd = Iﬂvce] = 352mW

This power dissipation occurs for Ve, = 5.93 V, which represents a signal swing beyond
the linear limits of the circuit [clipping occurs when the output voltage regches - 1.86 A
as calculated in (a)]. However, this condition could easily occur if the circuit is overdriven
a large input signal. '
> Theg avefage ;%ower dissipation in Q) can be calculated by noting that fqr sinusoidal
signals, the average power drawn from the two supplie§ is constant anq 1r}dependent
of the presence of signals. Since the power input to the circuit from the supplle§ is constant,
the total average power dissipated in Qy, Q2, and Ry must b; c'onstant. and m@ependent
of the presence of sinusoidal signals. The average power dlsS}pated in @& is constar‘xt
because Ig is constant, and thus the average power dissipated in 0, and R, together is
constant. Thus as V, is increased, the average power dissipated in Q1 decreases ‘by the
same amount as the average power in Ry, increases. With no input signal, the quiescent
power dissipated in Q is
PCQ = Vcle = 10X 1.86 mW = 18.6 mW

For V, = 1.5 V, the average power delivered to the load is

72
= 1Y, o 1225 mW = 1.13 mW
2R 21 .
Thus the average power dissipated in ¢ when V, = 1.5 V with a sinusoidal signal is
Pav = PCQ_PL= 17.5 mW

Py

5.2.3 Emitter-Follower Drive Requirements

The calculations above have been concerned with the performance of the emitter—follower
output stage when driven by a sinusoidal input voltage. The stage pr'eggggggithg:_output
stage is called the-driver stage, and in practice it may introduc; additional limitations ‘(;n
‘the circuit performance. For example, it was shown that to drive the output voltage 0
of the emitter follower to its maximum positive value required an input voltage sh_ghtly
greater than the supply voltage. Since the driver stage 1s connected to the same supplies 2
the output stage in most cases, the driver stage generally cannot produce voltages greater
than the supply, further reducing the possible output voltage swing.

The above limitations stem from the observation that the emitter follower has a voltage
gain of unity and thus the driver stage must handle the same voltage swing as the outpllllt~
However, the driver can be a much lower power stage than the output stage because the
current it must deliver is the base current of the emitter follower, which is about LiBr
times the emitter current. Consequently, the driver bias current can be. much lower tbaﬂ
the output-stage bias current, and a smaller geometry can be used for the. driver dCV;Ci:
A\hhough it has only unity voltage gain, the emitter follower has §_9b§£a£1t1a1 power BE%

which is a requirement of any output stage.
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2] )ng1
R, \/)

——q
e
=R, Vo .
Figure 5.7 Low-frequency, small-
i signal equivalent circuit for the emit-

ter follower of Fig. 5.1.

5.2.4 Small-Signal Properties of the Emitter Follower

A simplified low-frequency, small-signal equivalent circuit of the emitter follower of

Fig.5.1is showninFig. 5.7. As described in Chapter 7, the emitter follower is an extremely,

wideband circuit and rarely is a source of frequency limitation in the small-signal gain of
an amplifier. Thus the equivalent circuit of Fig. 5.7 is useful over a wide frequency range
and an analysis of this circuit shows that the voltage gain A, and the output resistance R,
can be expressed approximately for 8 > 1 as

A, =Yoo _ﬁ’fL_ (5.20)
vi R+ —+ &
Em Bo
1 Rg
o= —t+ o~ 5.21)
8m Bo (

These quantities are small-signal quantities, and since g,, = gl¢/ kT is a function of bias
point, both A, and R, are functions of /c. Since the emitter follower is being considered
here for use as an output stage where the signal swing may be large, (5.20) and (5.21) must
be applied with caution. However, for small-to-moderate signal swings, these equations
may be used to estimate the average gain and output resistance of the stage if quiescent
bias values are used for transistor parameters in the equations. Equation 5.20 can also be
used as a means of estimating the nonlinearity! in the stage by recognizing that it gives
the incremental slope of the large-signal characteristic of Fig. 5.2 at any point. If this
equation is evaluated at the extremes of the signal swing, an estimate of the curvature of
the characteristic is obtained, as illustrated in the following example.

EXAMPLE

Calculate the incremental slope of the transfer characteristic of the circuit of Fig. 5.1 as
the quiescent point and at the extremes of the signal swing with a peak sinusoidal output
0f 0.6 V. Use data as in the previous example and assume that Rg = 0.
From (5.20) the small-signal gain with Rs = Ois
A = JL—l (5.22)
R, + —

m

Since Iy = 1.86 mA, 1/ gm = 14 () at the quiescent point and the quiescent gain is

1000
AvQ - m - 09862

P95
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Since the output voltage swing is 0.6 V, the output current swing is

.V 0.6
=22 =" =06mA
Lo R, 1000

Thus at the positive signal peak, the transistor collector current is
Ip+ 1, = 1.86 + 0.6 = 2.46 mA

At this current, 1/g,, = 10.6 { and use of (5.22) gives the small-signal gain as

1000
o T = (0.9895
A = 10106

This gain is 0.3 percent more than the quiescent value. At the negative signal peak, the

transistor collector current is
Ip— 1, =186—06 = 1.26 mA

At this current, 1/g,, = 20.6 { and use of (5.22) gives the small-signal gain as

1000
o= ——— = (09798
Ay 1020.6

This gain is 0.7 percent less than the quiescent value. Although the cqllector—gurregt sxgnal
amplitude is one-third of the bias current in this example, the s.mall—‘sxgnal gain variation is
extremely small. This circuit thus has a high degree of linearity. Since the nonllneaqw is
small, the resulting distortion can be determined from the three values of the small-signal

gain calculated in this example. See Problem 5.8.

5.3 The Source Follower as an Output Stage

The small-signal properties of the source follower are calculated in Chapter 3._ Since this .
circuit has low output resistance, it is often used as an output stage. The large signal prop-
erties of the source follower are considered next.

5.3.1 Transfer Charactetisiics of the Source Follower
A source-follower output stage is shown in Fig. 5.8 with equal magnitu@e Positive and neg-
ative power supplies for simplicity. The large-signal transfer characteristic can be derived. -

as follows:
Vi= Vot Vgi = Vot Vu+ Vou (5.23)

o}

M,
o

l i< 41 E

‘ Figure 5.8 Source-follower output
Voo stage with current-mirror bias.
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If the threshold and overdrive terms are exactly constant, the output voltage follows the
input voltage with a constant difference. In practice, however, the body effect changes the
threshold voltage. Also, the overdrive is not constant mainly because the drain current is
not constant. Substituting (1.140) with Vi, = V,+Vppand (1.166) withI;; = Ip+V,/R,
into (5.23) gives

Vi = V0+V,0+'y(‘/2¢f+vo+VDD— \/2¢f)+

This equation is valid provided that M, and M, operate in the active region with output
resistances much larger than R;.

The transfer characteristic is plotted in Fig. 5.9. It intersects the x axis at the input-
referred offset voltage, which is

21
Vi]vnzo = Vo + 7(\/2¢f + Vpp — \/2_¢—f)+ /__k’(W?L)l (5.25)

The slope at this point is the incremental gain calculated in (3.80). With r, — =, the

(5.24)

slope is

Vo ngL
T T L n 5.26
Vi 1+ (gm+ gmRe (5.26)

When Ry, — =,
Vo_ _&m 1 (5.27)

Since  is typically in the range of 0.1 to 0.3, the slope typically ranges from about 0.7
to 0.9. In contrast, the slope of the emitter-follower transfer characteristic is unity under
these conditions. Furthermore, (1.200) shows that y depends on the source-body voltage,
which is V, + Vpp in Fig. 5.8. Therefore, the slope calculated in (5.27) changes as V,
changes even when M operates in the active region, causing distortion. Fig. 5.9 ignores
this variation in the slope, but it is considered in Section 5.3.2.

When the output voltage rises within an overdrive of the positive supply, M) enters the
triode region, dramatically reducing the slope of the transfer characteristic. The overdrive

Vo
VDD
Voo + Vo M, triode
Voo + Vouz + Vi1
. o v,
| V,
: o8t Vop+ Vit
Ry M, cutoff R ‘
—loR
R ; ~Vop+ Vo2
u M, triode v
~Vop

Figure 5.9 Transfer characteristic of the circuit of Fig. 5.8 for a low (R,) and a high (R;;) value
of load resistance.
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" at this break point is calculated using the total drain current, which exceeds fp if Ry is
finite. Therefore, the location of the break point depends on Ry, but this effect is not shown ~

in Fig. 5.9. HQLLke in the emitter follower, the output can pull up asymptotically to the
supply voltage with unlimited input voltage. In practice, however, the input must be larger
than Vpp by at least the threshold voltage to bias M in the triode region. If’ the input
voltage is limited to Vpp, M1 never reaches the triode region.

For negative input voltages, the minimum value of the output voltage depends on
Ry, as in the emitter follower. If IpRy, > Vpp, the slope of the transfer characteristic is
approximately constant until M enters the triode region, which happens when

- - |_ 2l
Vo= —=Vpp+ Voo = ~Vpp + KWL, (5.28)

This case is labeled as Ry, in Fig. 5.9. On the other hand, if JpR; < Vpp, the q]ope is
almogt constant until M | turns off. The corresponding minimum output Voltageis

Vo = —IpR; (5.29)

This case is labeled as R, in Fig. 5.9. From a design standpoint, IpR; is usuaily set larger

than Vpp, 50 that the situation shown for R;, = Ry in Fig. 5.9 holds."Under this condition,

the’ output voltage can _swing almost to the positive and negative supply voltages before
) excesswe dlstomon occurs,

5.3.2 Distortion in the Source Follower

The transfer function of the source-follower stage was calculated in (5.23), where V; is
expressed as a function of V,. The calculation of signal distortion from a nonlinear transfer
function will now be illustrated using the source-follower stage as an example.

Using a Taylor series, the input voltage can be written as

i (n) - - n
Vi= Vit =S L0 V;i)')(vo Vo) (5.30)
n=0 .

where f( represents the n' derivative of f. Since v, = V, — Vg, (5.30) can be re-
written as

Vi=Vi+vi=> by(vo)' (5.31)

where b, = f"(V, = Vg)/(n!). For simplicity, assume that R, — o. From (1.140)
and (5.23),

Vi= f(Vo) = Vo + Vg + y(./Vo ¥ Vop + 207 — 24, )+ Vo (532

Then
V) =1+ -;-(V,, + Vop + 2612 (5.33)
(V) = —%(vo +Vpp +26)7 " (5.34)
F(V,) = %(V(, + Vpp + 25) 7" (5.35)
Therefore, '

b0=f(Vo=V0)=VO+V10+'Y(\/VO+VDD+2¢’ —\/24)f>+vavl (530
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= f'(Vo = Vo) = 1+ 2(Vo + Vp + 2)72 (5:37)
fr/(v =V, ) _
by = —-—-—02 L —%(Vo + Vpp + 2¢5) 2 (5.38)
fm(VD =V )
by = > = (Vo + Vop + 2) 7" (5:39)

Since the constant by is the dc input voltage V;, (5.31) can be rewritten as
Vi = > ba(vo)" = byve + bpV? + byvd + .. (5.40)
n=1
To find the distortion, we would like to rearrange this equation into the following form
= Zan(vi)" = arv; + azvi2 + ag,vi3 +... (5.41)
n=1 :
Substituting (5.41) into (5.40) gives
v = by(ayv; + azv,-2 + agv? + ..+ bylayv; + a2v,»2 + agv,3 + .. .)2
+ bs(av; + azv,»2 + a3v,-3 + ...)3 +...

= biay; + (b1ay + byaiWV? + (bras + 2byaaz + bsain} + ... (5.42)

Matching coefficients in (5.42) shows that

1= b1a1 (5.43)
0 = biay + bya} (5.44)
0 = bias + 2byayay + byl (5.45)
From (5.43),
1
a; = b (5.46)
Substituting (5.46) into (5.44) and rearranging gives
__b
| “=-p5 (5.47)
Substituting (5.46) and (5.47) into (5.45) and rearranging gives
a 265 _ by (5.48
3= —F ~ -
o " h )
For the source follower, substituting (5.37) into (5.46) gives
_ 1
a; = (5.49)

Y _
1+ 5(Vo + Vop +24y) 12
Substituting (5.37) and (5.38) into (5.47) and rearranging gives

%(Vo +Vpp + 2¢5)
@ = (5.50)

3
(1 + 2o+ Voo + 2¢f)-1/2>
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Substituting (5.37), (5.38), and (5.39) into (5.48) and rearranging gives

Y =52
(Vo + Vpp +2¢)
a3 = ——18 (5.51)

5
(1 + %(vo + Vpp + 2¢,»>*”2>

Equations 5.41, 5.49, 5.50. and 5.51 can be used to ca{culate the distortion of the
source-follower stage. For small values of v; such that ayvy” << ayvi, the first term on
the right-hand side of (5.41) dominates and the circuit is essentially hpear. However, as
v; becomes comparable to ai/as. other terms become significant and distortion p_rodugts
are generated, as is illustrated next. A common .method of Qﬂgxblng the nonlmgamy
of an amplifier is the specification of harmonic distortion, which is defined for a single
sinusoidal input applied to the amplifier. Thus let

v; = ¥;sinw! (5.52)
Substituting (5.52) into (5.41) gives

Vo = aV;sinw! + agﬁ,z sin” @r + asv; sinwt + ...

a»v? a:v? . : (533)

= qV;sinwt + —'7L(1 — cos2wt) + '—4‘—(3 sinwt — sin3w?) + ...
Equation 5.33 shows that the output voltage contains frequen;y components at the

fundamental frequency, w (the input frequency), and also at harmonic frequengles 2‘”.’ 3w,

and so on. The latter terms represent distortion products that are not present n the input

signal. Second-harmonic distortion 4 D) is defined as the ratio of the amplitude of the

output-signal component at frequeriycy 2w to the amplitude of the first harmonic (or funda-

mental) at frequency w. For small distordon, the term (3/4)as 7 sin @ in (‘5'53) is smzlll
coitipated to a)¥; sin wt, and the amplitude of the fundamental is approximately aV;.
Again for small distortion, higher-order terms in (5.53) may be neglected and
Az \
Hp, - &Ll _la, (5.54)
- 2 al\A’,‘ 2 ai

Under these assumptions, H D varies linearly with the peak signal level §;. The value of
H D, can be expressed in terms of known parameters by substituting (5.49) and (5.50) n

(5.54) to give )
y (Vo + Voo +260) (%) (5.55)

16 R
(1 + %(Vo + Vpp + 205) ““)

HD, =

Ify <2 /Vo+ Vpp + 2¢; . then ,
HD, = %(vo + Vop + 26,70 (5.56)

This equation shows that the second-harmonic distortion can be reduced by mc_rc;{mtr;i
the dc output voltage V. This result is reasonable because this distortion stems tronlllé :
body effect. Therefore, increasing Vo decreases the variation Of, the s’ource—bAody V506 algso
commpared to its de value caused by an input with fixed peak amplitude.* Equation 5. "

shows that the second-harmonic distortion is approximately proportional to y. neglecting

the effect of y on V.
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Similarly, third-harmonic distortion H D5 is defined as the ratio of the output sig-
nal component at frequency 3w to the first harmonic. From (5.53) and assuming small
distortion,

= ;=0 (5.57)

Under these assumptions, H D5 varies as the square of the signal amplitude. The value of
H D5 can be expressed in terms of known parameters by substituting (5.49) and (5.51) in
(5.57) 1o give

Vo + Vop + 2¢,) (52
HD; = _gZ (Vo + Vpp +2d5) 7 () (5.58)

1
(1 + 2o+ Voo + 2¢;‘,~)‘”Z)

Since the distortion calculated above stems from the body effect, i can bg elimi-
nated by placing the source follower in an isolated well and connecting the source to the
“Well. However, this approach specifies the type of source-follower transistor because it
“Tilist be opposite the type of the doping in the well. Also, this approach adds the well-
substrate parasitic capacitance to the output load of the source follower, reducing its
_bandwidth.~

EXAMPLE

Calculate second- and third-harmonic distortion in the circuit of Fig. 5.8 for a peak si-
nusoidal input voltage ¥; = 0.5 V. Assume that V; = 0, Vpp = 2.5V, [y = 1 mA, and
Ry — . Also, assume that (W/L); = 1000, k' = 200 pA/V2, Vg = 0.7V, ¢, = 0.3 V.
andy = 0.5 V72,

First, the dc output voltage Vo is

—_
Vo =V;—Vy - Y(\/Va + Vop + 2¢7 — 20y )‘ Vo (5.59)
Rearranging (5.59) gives
Vo+ Vpp +2¢/) + Vo + Vpp + 2¢¢
(Vo + Vpp + 25y + v JVo + Vop + 24 - (5.60)
—Vi+ Vo + Vg —y Y2, = Vop ~ 26 = 0

. . . T T T A 1 .
This quadratic equation can be solved for /Vp + Vpp + 2¢ . Since the result must be
positive,

V0+VDD+2¢)f: J

2 FEa
-% + \/(%) + V= Vo — Vio+y J2b5 + Vpp + 294 (5.61)
Squaring both sides and rearranging gives

VO = _VDD’?-d’f

* ( B ’Z‘ N \/G) Vi Vo = Vo + v V267 + Vop + 2d>f> (5.62)
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In this example,

2y 2(1000)
_ - V=01V 5.63
Vou \/;’(W/L)l \/ 300(1000) (5.63)

Since Vpp + 2¢f =31VandV; =V, — Vg = ~0.8 V,

2
=31V + (—-0.25 + \/(0.25)2 -08+05V06+3.1 ) v

Vo =

=-1L117V
Therefore,

Vo + Vpp +2¢y = (-1.117 + 25406V =198V
From (5.55),

-3/2
HD, = (1'—65 (1.983) 710.5) > = 0.0040 (5.64)
(1 + %(1.983)’1/2>
2

From (5.58),

—5/2 2
HD; = _05 (1989 7O _ _jgx10t (5.65)

4
(1 + 05—5(1.983)‘”2>

Thus the second-harmonic distortion is 0.40 percent and the third-harmo.nic distortion is
0.018 percent. In practice, the second-harmonic distortion is usually dominant.?

5.4 Class B Push—Pull Output Stage*®

The major disadvantage of Class A output stages is that large power V(‘iissipation,‘ occurs
even for no ac input. In many applications of power amplifiers, the circuit may spgnd long
periods of time in a standby condition with no input signal, or with intermittent inputs as
in the case of voice signals. Power dissipated in these standby periods is wasted, which
is important for two reasons. First, in battery-operated equipment, supply power must be
conserved to extend the battery life. Second, any power wasted in the circuit is dlsSJpatt?d
in the active devices, increasing their operating temperatures and thus the chance of fz?xl-
ure. Furthermore, the power dissipated in the devices affects the physical size of device
required, and larger devices are more expensive in terms of silicon area. .
A Class B output stage alleviates this problem by having essentially zero power dis-
sipaiibh‘*\vftb zero input signal. Two active devices are used to deliver the power 1p§tead
of one, and each device conducts for alternate half cycles. This behavior is the ongin of
the name push—pull. Another advantage of Class B output stages is that the efficiency 18
fuch higher than for a Class A output stage (ideally 78.6 percent at full output power)-
A typical integrated-circuit realization of the Class B output stage is s.hown n
Fig. 5.10 in bipolar technology. This circuit uses both pnp and npn devices and is known

as a complementary output stage. The pnp transistor is usually a substrate pnp. Note that

c

the load resistance Ry is connected to the emitters of the active devices; theréfrorf’»v. -
devices act as emitter followers.
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+Veo
+0-
v, *
- |: RV,
| Q2 -
R Figure 5.10 Simple integrated-circuit Class B output
“Vee stage.

5.4.1 Transfer Characteristic of the Class B Stage

The transfer characteristic of the circuit of Fig. 5.10 is shown in Fig. 5.11. For V; equal to
zero, V, is also zero and both devices are off with Vi, = 0. As V; is made positive, the
base-emitter voltage of Qy increases until it reaches the value Vgg oy, when appreciable
current will start to flow in Q;. At this point, V, is still approximately zero, but further
increases in V; will cause similar increases in V,, because Q; acts as an emitter follower.
When V; > 0, Q, is off with a reverse bias of Vg on) across its base-emitter junction. As V;
is made even more positive, 0; eventually saturates (for V; = Ve + Vi — VcEisay), and
the characteristic flattens out as for the conventional emitter follower considered earlier.

As V; is taken negative from V; = 0, a similar characteristic is obtained except that
Q> now acts as an emitter follower for V; more negative than —Vpg(on. In this region,
Q; is held in the off condition with a reverse bias of Vggoy) across its base-emitter
Jjunction.

The characteristic of Fig. 5.11 shows a notch (or deadband) of 2V gy in V; cen-
tered around V; = 0. This deadband is common in Class B output stages and gives rise to
crossover distortion, which is illustrated in Fig. 5.12, where the output waveforms from
the circuit are shown for various amplitude input sinusoidal signals. In this circuit, the
distortion is high for small input signals with amplitudes somewhat larger than Vgg(n).

VO
Q, saturates
Vee= Veesay
S Slope = 1
Q, on, O, oft
FVee+ Vi = Verogsay]
f 14
Slope = 1 | i
off, ] |
%12 on E j Voo + Vier = Ver1san]
j i
! ]
~Veeon) | Vaeon) Figure 5.11 Transfer
Vo + |Verzsa) characteristic of the
Q; saturates Class B output stage

of Fig. 5.10.
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v, Vi

o

Vee= Ve (sat)

0
|
|
1
'

[
2Vgg(om)

~Vee+ VeE say

Figure 5.12 Output
waveforms for various
amplitude input signals
applied to the Class B
circuit of Fig. 5.10.

The effect of this source of distortion diminishes as the input signal becomes larger and the
Jdeadband represents a smaller fraction of the signal amplitude. Eventually, for very large
~gignals, saturation of 0, and @ occurs and distortion rises sharply again d}le to clipping.
This behavior is characteristic of Class B output stages and is why distortion figures are
often quoted for both low and high output power operation. .
The crossover distortion described above can be reduced by using Class AB opera-
tion of the circuit. In this scheme, the active devices are biased so that each copdgc}g a_
small quiescent current for Vi = 0. Such biasing can be achieved as gh.own in Elg. 513,
“where the current source Ip forces bias current in diodes 03 and Q4. Since the d)odés are
connected in parallel with the base-emitter junctions of ¢r and Q2, the output transistors
are biased on with a current that is dependent on the area ratios of 0y, 02, Q3. and Q4. A

+Vee

Figure 5.13 Class AB output stage. The diodes reduce
“Vee crossover distortion.
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VD
Vee— Vee say
)
et oo Vei fud ) = Vhe
A
Vi
I (V)
/
figure 5.14 Transfer characteristic
“Vec+ |Vern san| of the circuit of Fig. 5.13.

typical transfer characteristic for this circuit is shown in Fig. 5.14, and the deadband has
been effectively eliminated. The remaining nonlinearities due to crossover in conduction
from O, to @ can be reduced by using negative feedback, as described in Chapter 8.

The operation of the circuit in Fig. 5.13 is quite similar to that of Fig. 5.11. As V;
is taken negative from its quiescent value, emitter follower Q, forces V, to follow. The
load current flows through 02, whose base-emitter voltage will increase slightly. Since the
diodes maintain a constant total bias voltage across the base-emitter junctions of O and
0, the base-emitter voltage of Q) will decrease by the same amount that Q; increased.
Thus during the negative output voltage excursion, ¢ stays on but conducts little cur-
rent and plays no part in delivering output power. For V; taken positive, the opposite oc-
curs, and 0 acts as the emitter follower delivering current to Ry with O, conducting only
a very small current. In this case, the current source Iy supplies the base-current drive
to O;.

In the derivation of the characteristics of Figures 5.11 and 5.14, we assumed that the
magnitude of the input voltage V; was unlimited. In the characteristic of Fig. 5.11, the
magnitude of V; required to cause saturation of @y or O exceeds the supply voltage Vce-
However, as in the case of the single emitter follower described earlicr, practical driver
stages generally cannot produce values of V; exceeding Vec if they are connected to the
same supply voltages as the output stage. For example, the current source Ip in Fig. 5.13
is usually realized with a pnp transistor and thus the voltage at the base of (1 cannot
exceed (Ve — Veggan)» at which point saturation of the current-source transistor occurs.
Consequently, the positive and negative limits of V, where clipping occurs are generally
somewhat less than shown in Fig. 5.11 and Fig. 5.14, and the limitation usually occurs in
the driver stage. This point will be investigated further when practical output stages are
considered in later sections.

5.4.2 Power Output and Efficiency of the Class B Stage

The method of operation of a Class B stage can be further appreciated by plotting the
collector current waveforms in the two devices, as in Fig. 5.15, where crossover distortion
is ignored. Note that each transistor conducts current to Ry, for half a cycle.

The collector current waveforms of Fig. 5.15 also represent the waveforms of the
current drawn from the two supplies. If the waveforms are assumed 1o be half-sinusoids,
then the average current drawn from the +V¢c supply is

T

1 1 (T Y, . [(2m . .
[Supply = _fJO 1,(t)dt = ?fo —R—LSID(—T—)dl I, (5.66)

(N

v, 1
RL ku
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Vi
(a)
t
\/ T
oy .
(5
t
T
14 - f/_u
i =z
(c)
'
T
Ic2
@
t
Figure 5.15 Voltage and current waveforms
for a Class B output stage. (@) Input voli-

age. (b) Output voltage. (c) O collector
current. (d) Q- collector current.

where T is the period of the input signal. Also, V, and [, are the ze‘ro-to-pcak amplitudes
of the output sinusoidal voltage and current. Since each supply d:chvers the same current
magnitude, the total average power drawn from the two supplies is

2 VccV

= .67
Psupply = 2VCCIsupply = ;T_E 0 (5.67)

where (5.66) has been substituted. Unlike in the Class A case, the average power drawn
from the supplies does vary with signal level for a Class B stage, and is directly propor-

tional to V. o
The average power delivered to R is given by

_ 1V (5.69)
PL=73%,
From the definition of circuit efficiency in (5.13),

Vo ’ (5.69)

Nc =
P supply
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where (5.67) and (5.68) have been substituted. Equation 5.69 shows that 7 for a Class B
stage is independent of Ry but increases linearly as the output voltage amplitude V, in-
creases.

The maximum value that V, can attain before clipping occurs with the characteristic
of Fig. 5.14 is Vom = (Vee = Vergan) and thus the maximum average signal power that
can be delivered to R, for sinusoidal signals can be calculated from (5.68) as

1 [Vee = Veggan P
PL‘max = i R. (570)

From (5.69), the corresponding maximum efficiency is

u < Vee — VCE(sal))

Nmax = 'Z VCC (5 71)

If Vegsay is small compared with Ve, the circuit has a maximum efficiency of 0.786
or 78.6 percent. This maximum efficiency is much higher than the value of 25 percent
achieved in Class A circuits. In addition, the standby power dissipation is essentially zero

in the Class B circuit. These advantages explain the widespread use of Class B and Class .

AB output stages.
" "The load line for one device in a Class B stage is shown in Fig. 5.16. For values of
Vee less than the quiescent value (which is V¢), the load line has a slope of (—1/R;). For
values of V., greater than V¢, the load line lies along the V. axis because the device un-
der consideration turns off and the other device conducts. As a result, the V.. of the device
under consideration increases while its collector current is zero. The maximum value of
Vee is (2Vee — Veggsan)- As in the case of a Class A stage, a geometrical interpretation of
the average power Py delivered to Ry, can be obtained by noting that P, = %I; V,, where
I, and V,, are the peak sinusoidal current and voltage delivered to R;. Thus P is the area
of the triangle in Fig. 5.16 between the V,, axis and the portion of the load line traversed
by the operating point.

Consider the instantaneous power dissipated in one device:

e et

Pe = Ve, (5.72)
I N

1
1
1
£

\

1 Load line 1

' I e ——

\ / slope = R

Vee
& N/
‘\
‘\
Y P =1V, =constant
Peak device ———,
dissipation
Quiescent point
Load line
hd VL‘E
Vec Vee !
Versat 2 2Vee— Vegsay

Figure 5.16 Load line for one device in a Class B stage.
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But
Vee = Voo — IRy (573)
Substitution of (5.73) in (5.72) gives

Pe=1(Vcc = IRy = Voo — IRy (574
Differentiation of (5.74) shows that P, reaches a peak for

_ Vec

IC*ER—L

(5.75)
This peak lies on the load line midway between the I and V., axis intercepts and agrees
with the result derived earlier for the Class A stage. As in that case, the load line in
Fig. 5.16 is tangent to a power hyperbola at the point of peak dissipation. Thus, in a
Class B stge, maximum instantaneous device dissipation occurs for an output vqltage
equal to about half the maximum swing. Since the quiescent device power dissipation is

zero, the operating temperature of a Class B device always increases when nonzero signal

is applied.

“““P’IEHE“iEstantaneous device power dissipation as a function of time is shown in Fig.
5.17, where collector current, collector-emitter voltage, and their product are displayed
for one device in a Class B stage at maximum output. (Crossover distortion is ignored,
and Veggay = 0 is assumed.) When the device conducts, tl?_g power dis§ipation varies at
twice the signal frequency. The device power dissipation is zero for the Ahalf cycle when
the device is cut off. For an open-circuited load, the load line in Fig. 5.16 lies along the V.,

axis and the device has zero dissipation. As in the case of Class A stage, the load linein

Fig. 5.16 becomes vertical through the quiescent point for a sh&r};&ilrcuitedkltbad,qkand‘the

cl

Vee

Pc1 =1c1 Vce1

2
Vec

4R,

Figure 5.17 Waveforms at maximum

output for one device in a Class B stage:
(©)  (a) Collector current waveform. (b) Col-
lector voltage waveform. (c) Collector
power dissipation waveform.

o T
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instantaneous device power dissipation can then become excessive. Methods of protection
against such a possibility are described in Section 5.4.6.

EXAMPLE

A Class B stage of the type shown in Fig. 5.10 drives a load R, = 500 (). If the positive
and negative supplies have magnitudes of 15 V, calculate the maximum average power
that is delivered to R; for V, = 14.4 V, the corresponding efficiency, and the maximum
instantaneous device dissipation. Assume that V,, is sinusoidal.

From (5.66), the average of supply current is

1V 1144
Isupply = ;_Ri = ‘7;—566 = 9.17 mA

Use of (5.67) gives the average power drawn from the supplies as y
Puuppty = Luppy X 2Vce = 9.17 X 30 mW = 275 mW \
From (5.68), the average power delivered to Ry is \

1V2 114.42
Pr=3m = 2500 = 27mW
From (5.13), the correspending efficiency is
Py, 207
= —"— = — = 75.3 percent
" Pampy 275 P

This result is close to the theoretical maximum of 78.6 percent. From (5.75), the maximum
instantaneous device power dissipation occurs when

Vee | 15V
L= 3%, = Toooq ~ PmA

The corresponding value of V., is Vce/2 = 7.5 V and thus the maximum instantaneous
device dissipation is : '

Pe =1V, =15X75mW = 1125 mW

By conservation of power, the average power dissipated per device is

Py = %(Psup,,ly - Py = %(275 ~207) mW = 34 mW

543 Practical Realizations of Class B Compiementary Output Stages®

The practical aspects of Class B output-stage design will now be illusirated by considering
two examples. One of the simplest realizations is the output stage of the 709 op amp, and a
simplified schematic of this is shown in Fig. 5.18. Transistor O3 acts as a common-emitter
driver stage for output devices Q; and Q. ” ' o

The transfer characteristic of this stage can be calculated as follows. In the quiescent
condition, V, = 0 and V; = 0. Since (01 and Q, are then off, there is no base current in
these devices. Therefore, for Vee = 10V, the bias current in Qs is
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+Vee

Ry

Vy 4

l Figure 5.18 Simplified schematic of
“Vee the output stage of the 709 op amp.

The limiting values that V, can take are determined by the driver stage. \?Yhen Viis ta_kep
large positive, Vi decreases until O3 saturates, at which point the negative voltage limit
V- 1s reached:

V, = —Vee + Verssay — Veer (5.76)

[

For values of V; between (—Vce + VeEseay) and (—'VBE(OH)), both 03 and O, are in the
forward-active region, and V, follows V) with ) acting as an emitt

Mwative, the current in Q5 decreases and V) rises, mming Q1 on. The
positive voltage limit V7 is reached when Q3 cuts off and the base of Q; is simply fed

from the positive supply via R;. Then
Vee = Iy Ry + Vet + V; 5.77)

If Br1 is large then
Vi = IaRy = Brin Ry

where B is the current gain of 0. Thus

— 4
Tor = BriRer

Substituting (5.78) in (5.77) and rearranging gives

P et
vt = Yec = Voa / 7 (5.79)
1

= 7
BrRyL
For Ry = 10kQ and Bpy = 100, (5.79) gives
Vi = 098(Vee — Vier)

In this case, the limit on V,, is similar for positive and negative swings. However, if R
1kQ and Br; = 100, (5.79) gives

Vi = 0.83(Vee = Viel)

For this lower value of Ry, the maximum positive value of V, is reduced, and clippin
a sine wave occurs first for V,, going positive.

e
V+ 1 ¥
A ; AW ’(578) |
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i
Volts

Figure 5.19 SPICE-generated transfer characteristic for the circuit of Fig. 5.18 with Vee = 10V
and R, = 1kQ and 10 k().

Computer-generated transfer curves using SPICE for this circuit with Ve = 10V
are shown in Fig. 5.19 for R, = 1k} and Ry = 10 k{). (Br = 100 is assumed for all
devices.) The reduced positive voltage capability for Ry = 1 k() is apparent, as is the
deadband present in the transfer characteristic. The curvature in the characteristic is due
to the exponential nonlinearity of the driver Q3. In practice, the transfer characteristic may

‘be even more nonlinear than shown in Fig. 5.19 because B for the npn transistor Q; is

generally larger than BF for the pnp transistor @5, causing the positive and negative sec-
tions of the characteristic to differ significantly. This behavior can be seen by calculating
the small-signal gain AV,/AV; for positive and negative V. In the actual 709 integrated
circuit, negative feedback is applied around this output stage to reduce these nonlinearities
in the transfer characteristic.

A second example of a practical Class B output stage is shown Fig. 5.20, where
SPICE-calculated bias currents are included. This circuit is a simplified schematic of the
741 op amp output circuitry. The output devices Q14 and Qg are biased to a collector cur-

- rent of about 0.17 mA by the diodes Qg and Qqg. The value of the bias current in Q4

and Oy depends on the effective area ratio between diodes Q15 and Q1 and the output

devices: (Qis and Qo 4ré implemented with transistors in practice.) The output stage is

driven by lateral pnp emitter-follower Q23, which is driven by common-emitter stage 017
biased to 0.68 mA by current soutce Q13p.

The diodes in Fig. 5.20 essentially eliminate crossover distortion in the circuit,
which can be seen in the SPICE-generated transfer characteristic of Fig. 5.21. The
linearity of this stage is further improved by the fact that the output devices are driven
from 4 Tow resistance provided by the emitter follower Q3. Consequértly; differences
in Br between Q,; and Qg produce little effect on the transfer characteristic because
small-signal gain AV,/AV| = 1 for any practical value of By with either Q14 or Qx

~ conducting.

The limits on the output voltage swing shown in Fig. 5.21 can be determined as fol-
lows. As V; is taken positive, the voltage V; at the base of Q3 goes negative, and voltages
V2 and V, follow with 0Oy drawing current from R;. When (7 saturates, the output
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+Vee
J) 0.17 mA
BIAS o— Qmaj}i }\QmA ‘
0.22 mA‘
Q14
osema| Yoo .
Y O RL% v
V.
.H_KQZO i
V.
! Q23
+ 017
v,
(a) ~Vee
+Vee
0.17 mA
BIAS Q124 ; {for V. = 0)
‘0.22 mA

Qs

Figure 5.20 (a) Simplified
schematic of the 741 op amp

output stage. (b) Schematic of
“Vee the 741 output stage showing
®) the detail of Qi and Qyo.

voltage limit for negative excursions is reached at

V, = =Vcc + Veerisa — Veezs — Vie2o (5.80)

This limit is about 1.4 V more positive than the negative supply. Thus V7 is limited by

saturation in {7, which is the stage preceding driver stage O>3. . -
As V; is taken negative from its quiescent value (where V, = 0), voltage V; 118
and voltages V and V,, follow with Q14 delivering current to the loa

d. The positive output .
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142V B

T 7

R B S ! | ey
0625 063 0635 0.64 0645\ 0.65 0655 0.66 0.665 V'O"X'

-136V

Figure §.21 SPICE-generated transfer curve for the circuit of Fig. 5.20a with Vo = 15 V and
RL = 11(9

voltage limit V! is reached when current source (3, saturates and
Vy = Vee + Veenasay = Vaeld (5.81)

This fimit is about 0.8 V below the positive supply because Vegizaiay = —0.1 V for the
pnp device. Thus V' is also limited by the driver stage.

* The power requirements of the driver circuits in a configuration such as shown in
Fig. 5.20 require some consideration. The basic requirement of the driver is to supply
sufficient drive to the output stage so that it can supply the desired power to R;. As V, is
taken negative, ;3 draws current from the base of Oy with essentially no limit. In fact,
the circuit must be protected in case of a short-circuited load. Otherwise in this ¢asé, a
latge input signal could cause Oy and Oy fo conduct such hicavy currents that they burn
out. As explained before, the negative voltage limit is reached when Q)7 saturates and can
no longer drive the base of Q)3 negative.

As V, is taken positive (by V; going negative and V| going positive), Q3 conducts
less, and current source Q)34 supplies base current to Q4. The maximum output current is
limited by the current of 0.22 mA available for driving Q14. As V), V5, and V, go positive,
the current in Q4 increases, and the current in Q134 1s progressively diverted to the base
of Q4. The maximum possible output current delivered by Q4 is thus

I, = Br14s X 022 mA
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If Br14 = 100, the maximum output current is 22 mA. The driver stage may thus limit the
fiiaximum positive current available from the output stage. However, this output current
level is only reached if Ry is small enough so that Q34 does not saturate on the po§1t1ve
voltage excursion. . .
The stage preceding the driver in this circuitis Q7. As mentioned above, the ‘neganvle
voltage limit of V, is reached when Q47 saturates. The bias current of 0.68 mA in .Q” is
much greater than the base current of Oz, and thus Q3 produces very little loadlng on
Q17. Consequently, voltage V; at the base of @23 can be Qrivcn to within V¢gsan Of either
supply voltage with only a very small fractional change in the col_lector current of Q17,
Finally, we will now examine the detail of the fabrication of dlodfes QlAg aqd Qo in the
741. The actual Girctit is shown in Fig. 5.20b with the output protection circuitry omitted.
"Diode Q1o conducts only a current equal to the base current of Q15 plus the bleed current
in pinch resistor Ryo. Transistor Oig thus conducts most of the blas' cuqent of current
source O13a. This arrangement is used for two reasons. First, the .basxc aim of achieving
a voltage drop equal to two base-emitter voltages is achieved. Since Q15 and Qr9 have
cormumon collectors, however, they can be placed in the same isolation region, reducing die
area. Second, since Q19 conducts only a small current, the bias voltage prodaced by Qs
and Q1o across the bases of Q4 and Qnp is less than would result frogx a connection as
shown in Fig. 5.20a. This observation is important because output transwt_ors (7 anq O
generally have emitter areas larger than the standard device geometry (typically four times
larger or more) so that they can maintain high Br while conducting large output currents.
Thus in the circuit of Fig. 5.20a, the bias current in Q14 and Oz would be about four times

If the base currents of Q14 and Qy are neglected, the collector current of Q5 is
Ic1s = llciaal = Iere = (220 — 15)pA = 205 pA

To calculate the output-stage bias currents from (5.83), values for the various reverse
saturation currents are required. These values depend on the particular IC process used,
but typiCal values are I5)3 = Ig9 = 2x10713 A, Igiq4 = 4lg1g = 8% 10715 A,and Igy =
4 X 10715 A, Substitution of these data in (5.83) gives I = —Icp = 0.16 mA.

EXAMPLE

For the output stage of Fig. 5.20a, calculate bias currents in all devices for V, = +10 V.

Assume that Vee = 15V, Ry = 2kQ, and Br = 100. For simplicity, assume all devices
have equal area and for each device

- Vie
[Ie] = 107 exp V—" (5.84)
T

Assuming that Q14 supplies the load current for positive output voltages, we have

the current in Q;g and Oy, Which would be excessive in a 741-type circuit. prever, the Vors = (26 mV)In (5 % 1073 200 mV
circuit of Fig. 5.20b can be designed to bias Qs and Qpp to a current comparable to the 10-14

current in the diodes, even though the output devices have a large area. The basic reason for Also

This resuli 35 that the small bias current in U)o in Fig. 5.20b gives it a smaller base-emitter

voltage than for the same device in Fig. 5.20a, reducing the total bias voltage between the Iyie = 1 _ 5mA 005 mA
bases of Q14 and Q. B 100 .

The results described above can be illustrated quantitatively by calculating the bias ’
currents in Q4 and Oy of Fig. 5.20b. From KVL,

Vaeto + Vagis = Vapis + [Viaeol

Thus
1519 = 1513 == _IC23 = (022 - 005) mA = (.17 mA

and thus Substitution in (5.84) and rearranging gives

Icao

Is20

Icyy Ic1s Icis
2y V= =Vrln+-—+VrIn
Vrin Is1s " Tsis T Tyia
If we assume that the circuit is biased for V, = 0V and also that 814 >> 1 and Brao = 1,
then |Ic14| = |Ico0] and (5.82) becomes

(5.82)

0.17 X 1073
Vier9 = Vipers = —Viperz = (26 mV)1n (‘1%0—_%

) = 613 mV
" Thus

Voero = =(Vie19 + Viets — Viera) = =525 mV

Ici9lcis 12 .
= Tonals. Use of (5.84
Isiglsie  Isials20 of (5.84) gives I
i - —59uA
from which €20 W
d the collector current in Oy is quit 1 dicted. Finall
Is1als2o an 20 is quite small as predicted. Finally
Icts = —Ico = JVicisders Tovelss » (5.83)

Equation 5.83 may be used to calculate the output bias current in circuits of Fhe type
shown in Fig. 5.20b. The output-stage bias current from (5.83) is propqmonal to
JIcis and JIcyo. For this specific example, the collector current in Qo is approx
imately equal to the current in Ry if Br is large and thus ‘

I3 0.17
Ici7 = 0.68mA — === = [0.68 — —— | mA = 0.68 mA
v Brz ( 100) 0.68

Va = Vo= Viesol = (10 - 0.525) V = 9475 Vv

Vpgis _ 0.6
- = =15 uA
IC19 Rio 40 mA [

V] = Vz - \VbeZJ‘ = (9475 - 0613)V = 8862V
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5.4.4 All-npn Class B Output stage”®?

The Class B circuits described above are adequate for many integrated—?1rc1uk11t al‘)j]ihgar::.ol;s
where the output power o be delivered to the load is of the order of several hund sd ml j-
waits or less. However. if output-power levels of yivirqg‘l&\iz}tts or more are requ1{ ;: hese
cireuits are inadequate because the substrate pnp transxstors used in the O;ltp(lll[AS‘ ag ! \iw]e
a limited current-carrying capability. This limit stems from the .fac.t that the opu:gu i els
[~ the emitter, base. and collector of these devices are notlopumxzed for pnp structures
because the npn devices in the circuit have conflicting reqmremems. fa Class B
~""A circuii design that uses high-power npn tlransmors in bo'th halves of a a&d 1Acon»
figuration 1s shown in Fig. 5.22. In this circut, common-emitter transxstorlQl elivers
power to the load during the negative half-cycle, and emitter follower g delivers power
i itive half-cycle. . . .

dum’lf%) ?:algg:;lthe opera}tlion of this circuit, consider Vi &ak€f§ nﬁ:gﬁ}x}/& from ‘ftfs quclles‘i?f«n;
value so that Q; is off and [ = 0. Then diodes Dy and D, must Bith be o han ha‘ -(i
the collector current of Qs is delivered to the base of Q. The output voltage then has its
maximum positive value v If Ry is big enough. (s saturates and

Vi = Vee = Vegssnl = Vier (5:83)

To attain this maximum positive value, transistor Q3 must saturate n this extreme contchc-1
tion. In contrast, O, in this circuit cannot saturale because the collector of ,QZ is corinejoi'
to the positive supp‘i‘?;}‘{“& the base voltage; of @, cannot f:xceed the positive supptyl -
age. The condition for Qs 1o be saturated is that the nom1na1 collector bias cun%en Q;
Qc3 (when Qs is not saturated) should be larger than the required base carrent 0 0> when
V, = V. Thus we require

Iz > Ip2 (5.86)

Since Q> supplies the current to Ry for V, > 0, we have

V; = —[aRL = (B + DRy (5.87)

Figure 522 All-npn Class B output
stage.

e
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Substitution of (5.87) and (5.85) in (5.86) gives the requirement on the bias current of

Qs as

Vee — Verasa = Ve
(Bz + DR,

Equation 5.88 also applies to the circuit of Fig. 5.20a. It gives limits on I¢3, B,. and Ry
for V, to be able to swing close to the positive supply. If /55 is less than the value given
by (5.88), V,, will begin clipping at a positive value [ess than that given by (5.85) and O,
will never saturate.

Now. consider V; made positive to turn @y on and produce nonzero /.. Since the
base of Q is more positive than its emitter, diode D, will turn on in preference to D,
which will be off with zero volts across its junction. The current /,; will flow through
D; and will be drawn from Qs, which is assumed saturated at first. As [, increases,
Qs will eventually come out of saturation, and voltage V at the base of @, will then be
pulled down. Since O, acts as an emitter follower, V, will follow V; down. This behavior
occurs during the positive half of the cycle, and Q; acts as a driver with ¢, as the output
device.

When V, isreduced to 0 V, the load current is zero and I, = 0. This point corresponds
10 I.; = |Ica) and all of the bias current in Q3 passes through D to 0. 1f I is increased
further, V,, stays constant at 0 V while V5 is reduced to 0 V also. Therefore, V; is negative
by an amount equal to the diode voltage drop of Dy, and thus power diode D, turns on.
Since the current in D) is essentially fixed by (J3, further increases in /., cause increasing
current to flow through D,. The negative half of the cycle consists of () acting as the
output device and feeding R, through D,. The maximum negative voltage occurs when
() saturates and is

Igs > (5.88)

Vi = =Vee + Veeisa + Vo (5.39)

where V; is the forward voltage drop across Ds.
The sequence just described gives rise to a highly nonlinear transfer characteristic, as
shown in Fig. 5.23, where V, is plotted as a function of /,; for convenience. VYhen Vo is

v,

;" -

Vot ={Vee— Vi = |Verasay|]
Q5 saturated

Slope =ryy li ra i [ 1r2 + (B2 + 1) Ry]

AR

log~ = Iy

Slope =R, || 7,1

Q, saturated

Vo= [=Vee + Vo + Verysan)

Figure 5.23 Transfer characteristic of the circuit of Fig. 5.22 from /., to V.
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positive, the current I.; feeds into the base of Q5 and the small-signal gain is

IR,
= —— = o1 | 703 14 + Bz + I)R[
ﬁ I : ] o ” o ” [ w2 (

where the impedance of D is assumed negligible. That is, the impedance at the base of

0, is equal to the paralle] combination of the output resistances of Q1 and Q5 and the input

resistance of emitter follower Q,. ‘ . o
When V, in Fig. 5.22 is negative, 1.1 feeds R,, directly and the small-signal gain is
“M AV,

Al cl

re the impedance of D is assumed negligible.

WheNote: the Is)renall deadba;d in Fig. 5.23 where diode D, turns on. This deadband can be
eliminated by adding a seconddiode in series with D; . In practice, negative feedback mustbe
used around this circuit to linearize the transfer characteristic, and such feedbac}( willreduce
any crossover effects. The transfer characteristic of the circuit from V; to Vo is even more
nonlinear than shown in Fig. 5,23 because it includes the exponential nqnlmeanty of Q;.

In integrated-circuit fabrication of the circuit of Fig. 5.22, devices 0; and Q) are
identical large-power transistors. In high-power circuits (delivering several watts or more),
they may .occupy 50 percent of the whole die. Diode D, ‘is a largc-powqr dlpde t!uat also
occupies considerable area. These features are illustrated in Fig. 5.24, which is a die photo
of the 791 high-power op amp. This circuit can dissipate 1y(2Wof power and can deliver
15 W of output power into an 8-{} load. The large power irafiSistors in the output stage
can be seen on the right-hand side of the die.

Finally, the power and efficiency results derived previously for the f:omplementary
Class B stage apply equally to the all-npn Class B stage if allowance is made for the
voltage drop in D,. Thus the ideal maximum efficiency is 79 percent.

=ra || RL

Figure 5.24 Die photo of the 791 high-power op amp.
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5.4.5 Quasi-Complementary Output Stages'?

The all-npn stage described above is one solution to the problem of the limited power-
handling capability of the substrate pnp. Another solution is shown in Fig. 5.25, where a
composite pnp has been made from a lateral pnp Qs and a high-power npn transistor Qs.
This circuit is called a quasi-complementary output stage.

The operation of the circuit of Fig. 5.25 is almost identical to that of Fig. 5.20. The
pair O3-0y is equivalent to a pnp transistor as shown in Fig. 5.26, and the collector current
of Q3 is

V
Ics = —Isexp (— ﬂ) (5.90)
Vr
The composite collector current I is the emitter current of Q,, which is

Ic = (Brpa + Dlcs = —(Brs + Dis 6XP<— Y‘-/BT—E) (5.91)

The composite device thus shows the standard relationship between I and Vi for a pnp
transistor. However, most of the current is carried by the high-power npn transistor. Note

Vee
Y %
.__(Q7
L
03
1! QG 1 +
RV,
Y
Qs
+ _—{Q 1 04
Vi
— Figure 5.25 Quasi-complementary
“Vee Class B output stage.
Vs £ i’f
Bo—t [28) =

Figure 5.26 Equivalence of
¢ f, the composite connection
c l¢ and a pnp transistor,
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that the magnitude of the saturation voltage of the composite device is (VeEwsal + Vaes).

This magnitude is highiét than normal because s4turation occurs when (3 saturates, and =

Vges must be added to this voliage.

The major problem with the configuration of Fig. 5.25 is potential instability of the Jo-

cal feedback loop formed by Q3 and Q4. particularly with capacitive loads on the amplifier,
The stability of feedback loops is considered in Chapter 9. o .

The quasi-complementary Class B stage can also be effe;nvely 1mplemented in
BiCMOS technology. In the circuit of Fig. 5.25, the compound bipolar deyme 03-04 can
be replaced by the MOS-bipolar combination'! of Fig. 5.27, where Qs is a large-area
high-current bipolar device. The overall transfer characteristic 1s

lincu.\' w . 2
Ip = (Bra + DIps = —(Bra + 1) 3 (I)B(Vos Vi (5.92)

Equation 5.92 shows that the composite PMOS device appears (0 hgve a W/L ratio
(Bry + 1) times larger than the physical PMOS device M3, With this circuit, ane of the

diodes Qs or Qs in Fig. 5.25 would now be replaced by a diode-connected PMOS transis.

tor to set up a temperature-stable staridby current in the output stage. A bias bleed resistor
can be connected from the base to the emitter of Q4 to optimize the bias current in M; and
to speed_up the turn-off of 04 in high-frequency applications by allowing reverse base
current to remove the base charge. Such a resistor can also be connected from the base to
the emitter of Q4 in Fig. 5.25.

5.4.6 Overload Protection

The most common type of overload protection in integrated-circuit output stages i§ short-
circuit current protection. As an example, consider the 741 output stage shown in Fig. 5.28

with partial short-circuit protection included. Initially assume that Ry = O and ignore Qs.

The maximum positive drive delivered to the output stage occurs for V; large positive. .If
R, = Othen V, is held at zero volts and V, in Fig. 5.28 is equal t©0 Vpa. ’Fhus, as Vi 18
taken positive, a3, Q1g, and Qg will cut off and all of the current of Q_13A is fed to Oha.
If this is a high-Br device, then the output current can become destructively large:

Is = Briallcizal (5.93)
If
Bria = 500
then
T4 = 3500x022 = 110 mA
s
VGS
6 o— = Go—

Figure 5.27 Compound_ high-
current PMOS connection.
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+Vee
1AS
B Q13
+
BZ RV, \ ’
Q20
+ O
v,
_ ‘ Figure 5.28 Schematic of the 741 op amp
Ve showing partial short-circuit protection.
If Voo = 15V, this current level gives a power dissipation in Qy, of

Pos = Vel = 15X 110 mW = 1.65 W

which is sufficient to destroy the device. Thus the current under short-circuit conditions
must be limited, and this objective is achieved using Rs and Qs for positive V.

The short-circuit protection operates by sensing the output current with resistor Rg of
about 25 (). The voltage developed across Rg is the base-emitter voltage of 15, which
is normally off. When the current through R reaches about 20 mA (the maximumr safe ~—
level), Q)5 begins to conduct appreciably and diverts any further drive away from the base
of Q4. The drive current is thus harmlessly passed to the output instead of being multiplied
by the BF of Q14~ s e i e s

The operation of this circuit can be seen by calculating the transfer characteristic of
Q14 when driving a short-circuit load. This can be done using Fig. 5.29.

I = Ipia + Loas (5.94)
‘/
Iis = Isis exp —=2 (5.95)
Vr
Also
Viets = I14R (5.96)
From (5.94)
Ina = i — Iy
But
I = Bradoa = Brislli — las) : (5.9
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+Vee

ycm

Ing

’ O1a

Ic15‘
I ’
O1s

R

Figure 5.29 Equivalent circuit for the calculation of the
effect of Qs on the transfer characteristic of Q14 in
Fig. 5.28 when R, = 0.

' Substitution of (5.95) and (5.96) in (5.97) gives

I.14R
Icia + Brialsis €xp c‘l;; = Bruldi (5.98)

The second term on the left side of (5.98) stems from Q5. If this term is negligible,
then 1,14 = Brial; as expected. The transfer characteristic of the stage is plotted from
(5.98) in Fig. 5.30, using Bria = 500, Is15 = 10714 A, and R = 25 ). For a maximum
drive of I; = 0.22 mA, the value of .14 is effectively limited to 24 mA. For values of .44
below 20 mA, Q5 has little effect on circuit operation.

Similar protection for negative output voltages in Fig. 5.29 is achieved by sensing the
voltage across R; and diverting the base drive away from one of the preceding stages.

- 5.5 CMOS Class AB Output Stages

The classical Class AB topology of Fig. 5.13 can also be implemented in standard CMOS
technology. However, the output swing of the resulting circuit is usually much worse than
in the bipolar case. Although the swing can be improved using a common-source configu-

?\ ration, this circuit suffers from poor control of the quiescent current in the output devices.
i These issués are described below. : '

s
///
40+ / No protection
/// L14= Braal;
= 30+
E / With protection
< 7

Fool-

10

TR S T TS N N T B Figure 5.30 Transfer characteristic of the
01 0.2 circuit of Fig. 5.29 with and without prote¢”

I{mA) tion transistor Q15 (Bri4 = 500).
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5.5.1 Common-Drain Configuration
Figure 5.31 shows the common-drain class-AB output configuration. From KVL
Vsgs + Vosa = Vst + Viga (5.99)

Ignoring the body effect, Vsgs + Vigsy is constant if the bias current from M3 is constant
Under lhgse conditions, increasing Vg, decreases Vi, and vice versa. l

For simplicity, assume at first that a short circuit is connected from the drain of My to
the drain of _M5.‘Then Vsgs + Vgsa = Oand Vg = Vgsé from'(S 99). For M 1 to conduct
nonzero drain current, Vg > V,y is required. Similarly, V5 < Vp is required for M
to conduct nonzero drain current. With standard enhancement-mode devices, V. 1 >0 an(zi
Vo < O Therefore, M7 and M, do not both conduct simultaneously under the;e ctonditions
which is a characteristic of a Class-B output stage. When V, > 0, M, operates as a sourcé
{;)lliwgr and M, is off. Similarly, M operates as a source follower and M, is off when

» .

In Fig. _5.31, however, Vsgs + Vgss > 0 and both M, and M, are biased to conduct
nonzero drain current when V, = 0, which is a characteristic of a Class-AB output stage
IfVy = Vigand Vy, = Vis, using (1.157) in (5.99) with Ips = —Ip gives '

2Ip4 +\/ 2Ips  _ 214 . 2|1
K (WIDs * \ KWiDa  \ BWiL) ko (WiL), (5.100)

IfV, = 0, then I;» = —I; and (5.100) can be rearranged to give

1 1
+
ky(WIL)y — k,(W/L)s >

(5.101)

Ipy = Ipa
1 + 1
ky(WiL) — kp(W/L),

yvhere Ipy = In vyith V? = 0. The key point of this equation is that the quiescent current
in the output transistors is well controlled with respect to the bias current that flows in the
diode-connected transistots, as in the bipolar case. s e

VDD

o Figure 5.31 Complementary source-
. — ’ follower CMOS output stage based on
s ’ traditional bipolar implementation.
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An important problem with this circuit is that its output swing can be much less than
the coggsponding bipolar circuit with equal supply voltages. For Vi, > 0, Vg > Vi and
M acts as a source follower. Therefore,

Vo = Vpp — Viaz = Vst (5.102)

The minimum Vg3 tequired to operate Ms as a current source is Vol = Vesa ~ Vil
From (5.102), the maximum output voltage Vs

Vi =Vpp-— [Vous| = Vst (5.103)

The minimum output voliage can be found by similar reasqning. (See Eroblem 5.21) A}-
though (5.103) appears 1o be quite similar to (5.81) if ,VCC in Fig. 5.20 is equal to .VDD in
Fig. 5.31, the limit in (5.103) is usually much less than in (5.81) for' three reasons..ngt, the
gate-source voltage includes a threshold component that is absent in theAbase-emme.r volt-
age. Second, the body effect increases the threshold voltage V;; as .VD increases. Finally,
the overdrive part of the gate-source voltage rises more ste'eply w1th.1ncreasmg current
than the entire base-emitter voliage because the overdrive 18 propomona.l to the square
root of the curtent and the base-emitter voltage i proportional to the loganthm of the cur-
rent. In practice, the output voltage swing can be increased by increasing the W/L ra}xos
of the output devices to reduce their overdrives. However,.the rgql_urqd transistor sizes
are sometimes so large that the parasitic capacitances associated w1tl} thef outpl}t devlcejs
can dominate the overall performance at high frequencies. Thl{s the circuit of Fig. 5.31 is
gétierally Jimited to much smaller currents than its bipolar equivalent.

EXAMPLE

An output stage such as shown in Fig. 5.31 is required to produce a maxirr}um output volt-
age of 0.7 V with Ry = 35 Q and Vpp = Vss = 1.5 V. Using the transistor parameters
in Table 2.4, find the required W/L of M;. Assume [Vou3| = 100 mV, and ignore the body
effect.

From (5.103),

Vest = Vop = Vsl =V = (L5011~ 0NV =07V
Since Table 2.4 gives V;; = 0.6V,
Vol = Vg1 — Vi =(07-06)V = 01V

With V, = 0.7 V, the current in the load is 0.7 V)/(3'5 O)=20mA. If I =0 under
these conditions, I;; = 20 mA. Rearranging (1.157) gives

WY _ 2 2200000 o0 g0
L)~ KV 19401y

which is a very large transistor.

(5.104)

5.5.2 Common-Source Configuration with Error Amplifiers

Another alternative is the use of quasi-complementary configurations. In this caseé:_‘
common-source transistor together with an error amplifier repla‘ces an output soul‘e .
follower device. A circuit with this substitution for both output transistors is shown ConlCHgé
tually in Fig. 5.32.121314 The combination of the error amplifier and the common-s0
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Error amplifier

'll——ol < 49
LS
=
i

Figure 532 A complementary
Class AB output stage using
embedded common-source
output devices.

Error amplifier v
Vss

device mimics the behavior of a source follower with high dc transconductance. The func-
tion of the amplifiers is to sense the voltage difference between the input and the output of
the stage and drive the gates of the output transistors so as to make the difference as small
as possible. This operation can be viewed as negative feedback. A key advantage of the
use of negative feedback here is that it reduces the output resistance. Since negative feed-
back is covered in Chapter 8, we will analyze this structure with straightforward circuit
analysis.

To find the output resistance, consider the small-signal model of this output stage
shown in Fig. 5.33. The current i, is

. Vi V¢
i = —— 4 — + gmAv + gmAV
Vo1 ro2

(5.105)
Rearranging this equation to solve for v,/i; gives

% 1

Ry =Y R
Iiy=0 (g"ﬂl + ng)A

7o i roz (5.106)

This equation shows that increasing the gain A of the error amplifiers reduces R, and that

R, is much less than the drain-source resistance of M; or M, because of the negative
feedback.

To find the transfer characteristic, consider the dc model of the output stage shown in
Fig. 5.34. The model includes the input-referred offset voltages of the error amplifiers as .

_-.-r. _-l'-_ =
-

>gm1vgs1 751 - ~

-~ .
C5 ZmVes2 Toz r’
v Figure 5.33 Small-signal

l model of the output stage

>
+
D

in Fig. 5.32 used to
= find R,. ¥ \‘
' \
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Vop
g Vosp
A My
‘ *Im L
&
. {Idz +
+ R, Vs
M Figure 5.34 A dc model
4 z _  of the output stage in
- = Fig. 5.32 used to find the
Vosn ~Vss transfer characteristic.

YWILY, = k(WL = K'(WIL) and —V;; = Vi = Vi Also
voltage sources. Assume k(W N n( 2 s L g when Vi = 0,

assume that the error amplifiers are designefibso that —
Vosp = 0, and Vosn = 0. Under these conditions, V, = 0 and

Ve = —Vi= Vo (5.10m)
Vea = Vi + Van (5.108)

where
(5.109)

B 21
Vo = K'(W/L)

With nonzero input and offsets, the output may not be zero. As a result, thg d%fferential
input to the top error amplifier changes from zero to V, — (Vi = Vose)- Similarly, the

" differential input to the bottom error amplifier changes from zero to V, — (Vi — Vosn).

Assuming that the output of each error amplifier changes by its gain A times the change

in its input,

Vit = —Vi = Vo + AlVo = (Vi = Vosr)] (5.110)
Vgr = Vit Vo + AlVo = (Vi — Vosn)] (5.110)
If M, and M, operate in the active region,
k(W 2= - k'y 2 5.112)
In = _7p<’f>l(vgs1 V) =57 (Vg1 + V) (
kn (W 2 KWy v 5.113)
) In = _2‘(’L_>2(Vgs2 —-Va) = ‘2_ L(Vg:Z Vi) (
Also,
L =Y (5.114)
o R
From KCL at the output,
I, +1g+In=0 (5.119)
Substituting (5.110)—(5.114) into (5.115) and rearranging gives
_ Vosp + Vosn
; 2 (5.116)

= Vo ————————
1+

k’—v{—A[ZVw — A(Vosp — Vosw)IRL
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If Vosp = Vosn = 0,

Vi Vi

1
Vo = = =V; (l

" 24g.R.

1 1

1+ 1+
k" A2VaR 2AgnRL

) G117

where g, = kK'(W/L)V,, as shown in (1.180). The term (2Ag,,Ry) is the gain around the
feedback loop or the loop gain and is usually chosen to be high enough to make the slope
of the transfer characteristic to be unity within an allowable gain error. (The concept of
loop gain is described in Chapter 8.) The gain error here is approximately 1/(2AgnR.).
The key point is that the error is reduced if A, g, or Ry are increased.

With nonzero offsets, (5.116) shows that the circuit also displays an offset error. If
A(Vosp — Vosn) € 2V, and 248, Ry > 1,

Vi — Vosp + Vosn ~ Vosp + Vosn v

1 H +

Vo= 2 = 2 = v, - OO Vosv (5118)
14+ ———o— 1+

k’%A2V0VRL 2A8mR,

Therefore, the input offset voltage of the buffer is about —(Vpsp + Vosn)/2.

Equation 5.116 is valid as long as both M; and M, operate in the active region.
If the magnitude of the output voltage is large enough, however, one of the two output
transistors turns off. For example, when V; increases, V, also increases but the gain is
slightly less than unity. As a result, the differential inputs to the error amplifiers both
decrease, decreasing Vi1 and V. In tum, these changes increase |I5] but reduce Ly,
and M, turns off for large enough V;. To find the portion of the transfer characteristic
with M7 in the active region but M, off, the above analysis can be repeated with /;; = 0.
See Problem 5.23.

The primary motivation for using the quasi-complementary configuration is to in-

crease the output swing, If the output transistors are not allowed to operate in the triode

region, the output voltage can pull within an overdrive of either supply. This result is an
improvement compared to the limit given in (5.103) for the common-drain output stage
in the common-source configuration.

Although quasi-complementary circuits improve the output swing, they suffer from..
two main problems. First, the error amplifiers must have large bandwidth to prevent
crossover distortion problems for high input frequencies. Unfortunately, increasing the
bandwidth of the error amplifiers worsens the stability margins, especially in the presence
of large capacitive loads. As a result, these circuits present difficult design problems in
compensation. The topics of stability and compensation are covered in Chapter 9. Second,
nonzero offset voltages in the error amplifiers change the quiescent current flowing in the
output transistors. From a design standpoint, the quiescent current is chosen to be barely
high enough to limit crossover distortion to an acceptable level. Although further increases
in the quiescent current reduce the crossover distortion, such increases also increase the

power dissipation and reduce the output swing. Therefore, proper control of the quiescent

current with nonzero offsets is also a key design constraint.

~ One way to control thé quiescent current is to sense and feedback a copy of the

current.'? This method is not considered further here. Another way to limit the variationin
e quiescent current is to design the error amplifiers to have low gain.'>!* The concept is.

that the quiescent current is controlled by the gate-source voltages on the output transistors,

|

1
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Therefore, to keep the fractional change in the quiescent current less than a given amount,
the maximum error-amplifier gain is

VUV :

A< (_______> -2 o (5.129)
Vose — Vosu i Io| vese-0 7
Vosn =0 :

! which in turn are controlled by the outputs of the error amplifiers. Therefore, reducing the
‘ error-amplifiér gain reduces the variation of gate-source voltages and the quiescent current
\ Tor a given variation in the offset voltages. ‘ - ‘
il : ~ o study this situation quantitatively, define the quiescent current in the output devices
‘1 ' as the common-mode component of the current flowing from Vpp 10 —Vss with Vi = .

i Then For example, if V,, = 200 mV, Vpsp — Vosy = S mV, and up to 20 percent variation in
. Ips = Ip (5.119) the quiescent current is allowed, (5.129) shows that the error amplifier gain should be less
lo = 2 ’ than about 8.4

Figure 5.35 shows a schematic of the top error amplifier and M| from Fig. 5.32.1% A
complementary structure used to drive M; is not shown. The difference between V; and V,
is sensed by the differential pair M,; and M,,, which is biased by the tail current source

Subtraction is used in the above equation because the drain current of each uanSi§tor
is defined as positive when it flows into the transistor. Substituting (5.110)~(5.113) into

1 (5.119) gives Itan. The load of the differential pair consists of two parts: current mirror M;3 and M4
{r Ow 2 and common-drain transistors M5 and M1s. Murpose of the common-drain transistors
i P Ip = —— ((V,,v + A[V, + Vosn)? + (= Vou + ALV, + VospD) ) (5.120) is to reduce the output resistance of the error amplifier 1o set its gain to a well-defined low
I 4L value. The gates of the common-drain transistors are biased by a negative feedback loop
il Since V, = 0if Vosp = Vosy = 0, (5.120) shows that including M3, M7, Ig1as, and Mys. This circuit adjusts the voltage at the gate of M;s so
| , KW that M7 operates in the active region and conducts Ipjas. Although negative feedback is
: ) I ‘ S — k_ ,VK ((V P Vm,)2> = = (V) (5.121) studied in Chapter 8, the basic idea can be understood here as follows. If [/p17| is less than
i | e Vom0 4L 2L Inias, current source Igjas pulls the gate voltage of Mys down. Since M5 operates as a
i [ B hV =0 source follower, the source of M5 is pulled down, increasing |Ip;3|. Because M3 and My,
i ‘ From (5.118) with Vi = 0, together form a current mirror, [Ip)7] also increases until [Ipi7| = Ipias. Similar reasoning
Nyl v Vo 4 Vosp = Vosp — Vosn (5.122) shows that this equality is established when |Ip|5] is initially greater than Ip(as. If Mys and
IR L o osP 2 M7 are enhancement-mode devices, M7 operates in the active region because Vgpi7 =
| i . .
i Vosr ~ Vosn Vscis = [Vas! + [Vouisl > 0 > V,y7; therefore, the channel does not exist at the drain
o | S V, + Vosy = __05L2__°S_ (5.123) of My7.
‘ ‘ E Since M3 and M, form a current mirror,
| ‘ y Substituting (5122) and (5123) mto (5120) gives (W/L)13 (W/L)13
; v 2 Ipis = Ipny WDy ~ —Inias WiD) (5.130)
! = KW A MQ&} (5.124) 7 17
| I =7\ 2
:\ | 3 Define Alg as the change in I caused by nonzero offsets; that is,
e '
‘ ' Alg = Ig|vesp=0 — I (5.125)
Vosn =0
Substituting (5.124) and (5.121) into (5.125) gives
! KW Vosp — Vosn 6
i ! : : AIQ = _z.fA(VOSP - VOSN) [ng - A(———““‘)l (512 )
f th zero

To evaluate the magnitude of Alg, we will compare it to the quiescent current Wi

+
. v,
| offsets by dividing (5.126) by (5.121). The result is .
{844 ) 1
“ | Alp _ A(VOSPV_ VOSN)[I _ A(VOS};V Vosn )] 5120
‘ i = oV ov
w : J" H :”(o);ll\;g M l: Mg
Sl A
Rk If A(Vosp — Vosn) < 4V, e > d)ImL
| l Alg  _, (Es:;"_ow)
; ‘ | . _ IQ‘ 335,’}:% Vov s
; Figure §.35 Schematic of the top error amplifier and output transistor M.
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Since M3 and M14 also form a current mirror, and since (W/L)14 = (W/L)3,
(W/Lhs

Ipia = Ipis = —IBIASW (5-.131)
With V; = V,,
ItamL :
Ipn = Ipiz = lz— (5.132)
From KCL,
Ips = Ipia + Ipu (5.133)

Substituting (5.131) and (5.132) into (5.133) gives

(W/Lhs + ItanL

pis = _IBIASW ) (5.134)

Since Ipys = Ipis When Ipu = Ip1z,
Vspis = Vspiz = Vsez = Vsa1 (5.135)

Therefore, ignoring channel-length modulation,
(W/Ly
Ip1 = Ipr3 Wihn
Substituting (5.130) into (5.136) and rearranging gives

(W/Ly
Ip; = —IBIASW (5.137)

(5.136)

This equation shows that the drain current in M is cgntrolled by Ipias and a ratio (if
transistor sizes if the offset voltage of the error ampliﬁer is zero 50 th:at Vo = 0 W_hcn.V,- =
0. In practice, (W/L); > (W/L)y7 so that little power 1s dlssAlpated in the bias cupmt;:.th

Another design consideration comes out of these equations. To keep the ga1n501336
error amplifier low under all conditions, Mg must never gut off. There.fore, fn;xln ( ‘“ ),
i D14} should be greater than the maximum value of Ip1;. Since the maximum value ol Ipi1
is Itam, (5.131) and (5.133) show that

(W/L)3 5 138)
= AL .
|1D14| IBIAS (W/l)17

To find the gain of the error amplifier, the key observation is that the small—s.lgna}[g;
sistance from the drain of M3 to ground is zero, ignoring channel-length rpodulanon. "
result stems from the operation of the same negative feedback loop that‘blases ége gka;iop
M;s. If the small-signal voltage at the drain of M3 changes,'the negative fee bac o
works to undo the change. For example, suppose that the drain voltage of M3 Incre urce;
This change reduces the gate voltage of Mis because M7 operates as a commo;l—lslgwer
amplifier. Then the drain voltage of M3 falls because M;s operates as a source (t)l con;
Ignoﬁng channel-length modulation, the drain voltage of M3 mus.t be helq exac! yat e
stant because iz17 = 0 if Igias is constant. Therefore, the small-signal reslsti'mce1 s
input of the cutrent mirror M13 and M4 is zero. Asa resu'lt,. none of the small-signa e,
current from M), flows into the source of Ms. Instead, it is 'all rmrro.red to the fc;ultg o
the error amplifier by M,3 and My4. Furthermore, the small-signal draug cu.rrent Oonduc-
flows directly to the output of the error amplifier. Therefore, the short-cu.cult traps:(:) s
tance of the error amplifier is the same with or without the.common—‘dram transist i
and M. Without these transistors, the error amplifier is simply a differential pair
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current-mirror load. From (4.143),

G = gmil = Em12 (5.139)

Ignoring channel-length modulation, the output resistance is set by commeon-drain transis-
tor M16. From (3.84),

R, = _t (5.140)
8mi6 t &mpl6
Therefore, the gain of the error amplifier is
A=GuR, = —EmL__ (5.141)

8mi6 + Embl6

5.5.3 Alternative Configurations

The main potential advantage of the common-source output stage described in the last
section is that it can increase the output swing compared to the common-drain case. How-

ever, the common-source configuration suffers from an increase in harmonic distortion,
especially at high frequencies, for two main reasons. First, the bandwidth of the error am-
plifiers is usually limited, to avoid stability problems. Second, the gain of these amplifiers
is limited to establish adequate control on the quiescent output current.

5.5.3.1 Combined Common-Drain Common-Source Configuration

One way to overcome this problem is to use a combination of the common-drain and
common-source configurations shown in Fig. 5.31 and Fig. 5.32.' The combined sche-
matic is shown in Fig. 5.36. The key aspect of this circuit is that it uses two buffers
connected to the output: a Class-AB common-drain buffer (Mi-M3) and a Class-B
quasi-complementary common-source buffer (M);-M, and the error amplifiers A). The
common-source buffer is dominant when the output swing is maximum, but off with zero
output. On the other hand, the common-drain buffer controls the quiescent output current

and improves the frequency response, as described next.
From KVL, '

Vo=V + Vesa — Vet # (5.142)

VDD

Figure 5.36 Combined common-drain, common-source output stage.

Hokigd

>3
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© proper design, we expect the common-source stage to have a larger output swing than the

If V,; = V.4, this equation can be rewritten as
Vo = Vl + Vov4 - Vavl (5143)

Therefore, when V; is adjusted so that V; = 0, M;-Ms force V, = 0if Vo = V sva- From
(1166)5 Vovl = V0v4 if

(WILy,  (W/L)

Substituting (5.101) into (5.144) and rearranging shows that V3 = Vo if

(WIL), _ (WiL)s (5.145)
(W/Ly, (W/D)s

We will assume that this condition holds so that V, = 0 when V; = 0.In f;hls c;se., My
and M/, are designed to be cut off. This characteristic stems from small 0 ;qts Segggneg
into the error amplifiers. These offsets are shown as vpltage sources .Vos in Fig. .h an
can be introduced by intentionally mismatching the input dlf_ferenual pair in ezc error
amplifier. With V; = V, = 0 and Vgs > 0, the error amplifiers are ciemt%ne t.o give
Vestt > Vi and Vgoz < Vi 50 that My anc_l M, are off. /}s a fgsp:t, ‘tg A?u-llﬁcem
output current is controlled by the common-drain stage and its biasing circuit M;-Ms, as
in (5.101).
ShOW/ilSH‘l/i( ilecre?dses from the value that forces Vi = 0, Vi ‘increases and V, lflogows bu;
with less than unity gain if Ry is finite. Therefore V.l — V, increases, and both Vg1 bz:)nth
Visiz decrease, eventually turning on M 11 but keeping M1, qff. Aftgr My tul;r‘xlse o:sx,uCh h
I;; and |Ign| increase as V, rises until Vg — Vi reaches its maximum va .t o
maximum occurs when the output swing from the common—spurce stage is grea gr Ia
that of the common-drain stage. As V,, rises bey?ind ths Fomt, [Iz11] increases but I
es, and the common-source stage becomes dominant. . o '
deCf;’izm (5.103),”{1;&: ~c‘)rtitput swing allowed by the common-drain stage ukx‘ Fli. 5;13 1t !:2
limited in part by V,q, which includes a thresho_ld c_omponem. On th; otl ec:lr anmr,es}l_
output swing limitation of common-source stage n FTg. 5.32 does not inclu 1e as "
old term, and this circuit can swing within an overdrive of the positive supply. 50 wi

|
i

common-drain stage. When the two circuits are combined as in Fig. 2.36, howevgr, thni
output swing is limited by the driver stage that produces V. Define V{" as the maximu
value of V; for which M5 operates in the active region. Then

Vl)r = Vpn — {V0v3‘ = Ve (5..146)

. + ;
Since Vy is the input to the common-source stage, the maximum output V; can be de

signed to be
Vq+ = Vf = Vpp — [Vov3‘ - Vgs4 (5147)

Comparing (5.147) with (5.103) shows that the pqsitive swing of 'the .con51b3ulledr;)\l’1tpﬂt .
stage in Fig. 5.36 exceeds that of the comm?r.n-drgm output stage in Fig. 5. 1‘sz< i
that Vg < Vga when V, = V}. This condition 1s usually sat'xsﬁgd _becgusz ;g e
when the output is maximum with finite Ry Therefore, the circuit in Fig. 5.

s i he output swing. o
dem%iligetot;e‘czzﬁfnt)msoutfce stagegin Fig. 5.36 is not r.equnsible fpf estal')h.?hlélgas thi;
quiescent output current, the gain of the error ampliﬁers in Fig. 5.36 is not glrg;z e
(5.129). In practice, the etror amplifiers are often designed as one-stage amph
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gain related to the product of g, and r, that can be achieved in a given technology. This
increase in gain reduces the harmonic distortion because it reduces the error between the
input and the output of the common-source stage.

Finally, we will consider the frequency response of the circuit in Fig. 5.36 qualitatively.
The circuit has two paths from V| to the output. The path through the common-source
transistors My, and My, may be slow because of the need to limit the bandwidth of the
error amplifiers to guarantee that the circuit is stable. (Stability is studied in Chapter 9.) On
the other hand, the path through the common-drain transistors M; and M, is fast because
source followers are high-bandwidth circuits, as shown in Chapter 7. Since the circuit sums
the current from the common-drain and common-source stages in the load to produce the
output voltage, the fast path will dominate for high-frequency signals. This technique is
called feedforward, and other instances are described in Chapter 9. It causes the circuit
to take on the characteristics of the source followers for high frequencies, reducing the
phase shift that would otherwise be introduced by the slow error amplifiers. As a result,
the design required to guarantee stability is simplified,'> and the harmonic distortion for
high-frequency signals is reduced.

5.5.3.2 Combined Common-Drain Common-Source Configuration with High Swing

" Although the swing of the circuit in Fig. 5.36 is improved compared to the circuit in

Fig. 5.31, it can be improved even further. As shown in (5.147), the main limitation to
the positive swing in Fig. 5.36 stems from V4. This voltage includes a threshold compo-
nent, which increases with increasing V; and V, because of the body effect. Similarly, the
negative swing is limited by Vs, whose threshold component increases in magnitude as
Vi and V, decrease. In practice, these terms alone reduce the available output swing by
about 1.5 Vw2V

Figure 5.37 shows a circuit that overcomes this limitation.'® The circuit is the same as
in Fig. 5.36 except that qne extra branch is included. The new branch consists of transistors
M- and My and operates in parallel with the branch containing M3-Mg to produce voltage
V1. The swing of V; in Fig. 5.36 is limited by the threshold voltages of M4 and Ms as
described above. In contrast, the new branch in Fig. 5.37 can drive V within an overdrive
of either supply while M7 and My operate in the active region. Since the output swing in
Fig. 5.36 is limited by the swing of Vy, improving the swing of V| as in Fig. 5.37 also
improves the output swing. I R

Vop

~Vss

Figure 5.37 Combined common-drain, common-source output stage with improved swing.
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Vbp

—Vss

Figure 5.38 Output stage with a Class AB common-source buffer and a Class B common-source
buffer.

5.5.3.3 Parallel Common-Source Configuration

Another circuit that overcomes the problem described in the introduction of Section 5.5.3
is shown in Fig. 5.38.17 Like the circuit in Fig. 5.37, this circuit combines two buffers
in parallel at the output. The error amplifiers with gain A, along with M, and M; form
one buffer, which controls the operation of the output stage with V; = 0. The error ampli-
fiers with gain A, together with My, and M), form the other buffer, which dominates the
operation of the output stage for large-magnitude output voltages.

“ “This behavior stems from small offset voltages intentionally built into the A; ampli-
fiers. These offsets are shown as voltage sources Vg in Fig. 5.38 and are introduced in
practice by intentionally mismatching the input differential pairs in the A; amplifiers. At
first, assumne that these offsets have little effect on the drain currents of M; and M, be-
cause A is intentionally chosen to be small. Therefore, M, and M, operate in the active
region when V; = 0, and the buffer that includes these transistors operates in a Class-AB
mode. On the other hand, the offsets force M1; and M, to operate in cutoff when V; =0
because the gates of these transistors are driven by the outputs of the A, amplifiers, which
in turn are driven by the differential outputs of the A; amplifiers. In particular, the product
VosA1 A is chosen by design to be big enough to force Vg1 > Vi and Vgg1p < Va2 50
that M) and M, are oﬁf when V; = 0. As a result, the quiescent output current of this
output stage is controlled by M7, M3, and the A; amplifiers.

Figure 5.39 shows a schematic of the top A; amplifier and M, from Fig. 53817 A
complementary configuration is used for the bottom A; amplifier but is not shown for
simplicity. The difference between V; and V,, is sensed by the differential pair M3 and Mz,
The load of the differential pair consists of two parts: diode-connected transistors Ms and
M;g and current sources Igas, which are implemented by the outputs of p-channel current
mirrors in practice. The purpose of the diode-connected transistors is to limit the gain Qf
the error amplifier to a small value so that the output quiescent current is well controlled.
Ignoring channel-length modulation, the gain of this error amplifier is

4 = & (5.149)

&ms5

where A, is the gain from the differential input to the differential output of the error ampli-
fier. This equation shows that the gain is determined by the ratios of the transconductanc®
of a differential-pair transistor to that of a load transistor. Substituting (1.180) into (5.149)
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Figure 5.39 Schematic of the top A, amplifier and output transistor M.
for each transistor, and rearranging gives

_ (G Iy
ky, (WIL)s |Ips|

Ay (5.149)

This equation shows that the gain is determined by the product of the ratios of the transcon-
ductance parameters, the transistor sizes, and the bias currents. From KCL at the drain
of Ms,

—=Ips = Ips — Ipias (5.150)

where I3 > Igias. Substituting (5.150) into (5.149) gives

_ [k (Wil) ( Ips
ky, (W/L)s \Ips — Ipias

1 (5.151)

This quation shows that the purpose of the Igiag current sources is to allow the bias
current in a trangistor in the differential pair to exceed that in a diode-connected Ioad.
As aresult, the term in parentheses in (5.151) is greater than unity and contributes to the
required gain.

Novy copsider the effect of the offset V4 in Fig. 5.38. In practice, the offset is imple-
mented in Fig. 5.39 by choosing the width of M5 to be less than the width of M, by about
20 percent.!” Assume that V, = 0 when V, = 0. Increasing Vg reduces Ip3, making |/ps|
less than the value given in (5.150). Since Ms and M; form a current mirror, a positive
9ffs§t reduces |/p1|. Under the assumption that v, = 0 when V; = 0, the differential pair
glr(: rI::(fir.r106r6z;fnp11ﬁer operates with Vg3 = V4. Therefore, if Vs = Vi, Vo3 = Vi

by Ips 5.152
(W/Lys — (WiL) G132
Substituting Ip3 + Ipg = Frap into (5.152) and rearranging gives
WL
Ips (W/L)s (5.153)

T (WiLys + (W/D), ™I
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when V, = V; = 0. Similarly, a positive offset in the bottom A, amplifier as labeled in
Fig. 5.38 reduces Ipy. If the tail and bias current in the top A1 amplifier are identical to the
corresponding values in the bottom Aq amplifier, and if the fractional mismatches in the
differential pairs are identical, the reductions in |Ip1| and Ipy caused by the mismatches
intentionally introduced into the differential pairs are equal and Vo = Owhen V; = Qis
assumed. In other words, the offset of the entire output stage shown in Fig. 5.38 is zero
even with nonzero Vg in the error amplifiers.

Because a design goal is to bias M in the active region when V; = 0, the offset must
be chosen to be small enough that Ip3 > 0 when V, = V; = 0. Also, the error ampli-
fiers contain some unintentional mismatches stemming from random effects in practice.
Because another design goal is to bias My in cutoff, the random component must not
be allowed to be larger than the systematic offset in magnitude and opposite in polarity.
Therefore, Vos is chosen to be bigger than the expected random offset.

Since the quiescent output current is controlled by the A; error amplifiers along with
M, and M, the gain of the A; error amplifiers driving M1 and M1, need not be small. With
large A2, M1y or My becomes the dominant output device for large output magnitudes if
the aspect ratios of M1y and My are at least as big as M and M, Tespectively. Furthermore,
increasing A; has the advantage of increasing the loop gain when My or My, tarns on,
This loop gain is related to the product of Ay, i1 OF gmiz» and Ry. Increasing the loop gain
reduces the error between the input and cutput, as shown in Chapter 8. If My; conducts,
increasing A allows the output stage to drive reduced loads with constant g,;1 and error.
If the load is fixed, increasing A; allows the transconductance to be reduced, which in turn
allows (W/L)y; to be reduced. One potential concern here is that reducing the transistor
sizes also reduces the range of outputs for which the devices operate in the active region.
Tf M\, operates in the triode region, its drain-source resistance r,11 is finite, and the loop
gain is proportional to the product Az gmii(ron | Ry). Thus, operation of My in the triode
region increases the error by reducing gmi1 and ro- However, increasing A; compen-
sates for this effect. Therefore, a key advantage of the output-stage configuration shown in
Fig. 5.38 is that it allows the output swing with a given level of nonlinearity to be increased
by allowing the dominant transistor to operate in the triode region.

The A; and A, amplifiers together form the two-stage etrot amplifiers that drive My
and M1,. The A; amplifiers operate on the differential outputs of the A; amplifiers. Since
the common-mode components of the outputs of the A, amplifiers are well controlled by
diode-connected loads, differential pairs are not required at the inputs of the A, amplifiers.
Figure 5.40 shows a schematic of the top A, amplifier.!” A complementary configuration
ased for the bottom A, amplifier is not shown for simplicity. The inputs are applied 0
the gates of common-source transistors My, and Mx. The cascode current mirror Mo3-
M, then converts the differential signal into a single-ended output. Because the output
resistance of the cascode-current mirror is large compared to the output resistance of the
common-source transistor Mo,

Ay = gmaaTo22 6159

and A; = 70 in Ref.17.

To determine the range of input voltages for which M1 and My, are both off, let Vit
represent the voltage from the gate of My; to ground. Assuming that the gains A; and A
are constant, ,

Vo = [Vo = (Vi — Vos)lAidz + K (515

where K is a constant. If the differential input voltage to the top A, amplifier shown
Fig. 540 is zero, Vyy = —Vss + Vigs + Voas so that Iy = Lim. Substituting thi
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Figure 5.40 Schematic of the top
A, amplifier.

~Vss

boundary condition into (5.155) gives K = —Vgs + Vigs + Viu25; therefore;
Vi = [Vo — (Vi — Vog)JA1Az — Vs + Vs + Voyas ! (5.156)

A}so, (5.117) with g = gm1 = gmz gives V, in terms of V; for the output stage in
Flg: 5.38 as long as the random offset is negligible, both M, and M, operate in the active
region, and M,; and M, are off. Since the gates of My and M are each driven by only one
outputof the corresponding A1 amplifiers, A = A/2. Withthese substitutions, (5.117) gives

Vi
V, = — (5.157)

T+ —
Ar1gmRy

Tf’ turn My on, Viyy < Vpp — [Viq1]. Substituting this condition and (5.157) into (5.156)
gives

(Voo + Vss = [Viuul = Vias — Vowos X1 + ArgmiRL)

Viminy = Vos(1 + A1gmRL) ~ 1A
142

(5.158)

;th;re Vimin) i§ the minimum value of V; for which Mj; conducts nonzero drain cusrent.

olmterpret this result, let Az — , Then to turn M, on, the required differential input
voltage of tt}e top A, amplifier V,, = 0. Therefore, the required differential input of the
top A; amplifier is zero; that is,

Vo = Vi—Vos (5.139)

This equation and (5.157) are both plotted in Fig. 5.41. As the input voltage increases, the
output voltage fo